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Scientific Progress

Donald W. Brenner, North Carolina State University:

Accomplishments for Reporting Period

• Demonstrated atomic three-dimensional homogeneous detonation from hotspots spontaneously formed during cook-off. 

• These are the first reported atomic simulations of detonation that is not induced by shock stimulus. 

• Simulations showed multiple hot spots that self-extinguish unless they reach a critical radius above which they grow to a full 

detonation. This is the first clear demonstration of critical radii for detonation. 

• The critical radius for hotspot growth gleaned from the simulations matches Frank-Kamenetskii classical initiation theory. 

• This is the first connection between atomic simulations of detonation and classical initiation theory.

• The rate of product formation shows Arrhenius behavior with respect to the annealing temperature with an activation energy 

of about 0.5 eV. This is roughly half of that determined previously for thermal decomposition. The origin of the different values is 

not yet understood.   

• New equations were proposed for the extent of detonation based on a combination of Johnson-Mehl-Avrami-Kolmogorv 

phase transformation equations and an Eyring chemical dynamics expression.

• In nucleation theory applied to phase transitions, parameters in the Johnson-Mehl-Avrami-Kolmogorv expression can be 

related to the nucleation mechanism; e.g. homogeneous random nucleation or nucleation from non-random defects such as 

grain boundaries. The new mathematical expression introduced in this work has the potential to yield similar insight into the 

dynamics of detonation initiation. 

Tahir Cagin, Texas A&M University:

Accomplishments for Reporting Period

• Ab initio quantum chemistry level determination of potential energy surfaces for rotational degrees of freedom in selected 

energetic materials for phase behavior

• Density Functional Theory level determination of phase behavior and Equations of State for NM, PETN, TATB, HMX, FOX-

7

• Electronic band structures and charge distributions from DFT as a function of applied pressure

• Adiabatic isotopic/anisotropic compression behavior NM, PETN, TATB, HMX

• Vibrational spectra (IR-Raman) of selected systems

• Anisotropic elastic properties and their pressure dependence for NM, TATB, PETN, and HMX

• Influence of van der Waals corrections on structure and properties of munitions

• Effects of extended defects in high explosive crystals

• Ab initio molecular dynamics simulations of NM using Car Parrinello Method

Steven J. Stuart, Clemson University:

Accomplishments for Reporting Period

• Extension of multicomponent models to additional atom types, now including H,C,N,O,F,Si

• Development of new simplex optimization strategies to accommodate stochastic data

     o One new method applies the previous pairwise comparison only for specific types of simplex operations, rather than all 

of them. This method is even less prone to premature collapse of the simplex than prior methods.

     o One new method applies both the “max noise” method that compares the internal standard deviation of the vertices to 

the noise estimate at each vertex, along with pairwise comparison of individual vertices at a specific confidence level. 



• Detailed analysis and comparison of simplex optimization strategies. The combined max noise + pairwise comparison 

strategy was found to be the most efficient for the trial optimization problems studied.

• Deployment of the automated, parallel, stochastic simplex optimization for bond-order potential parmeterization.

• Parameterization of the electrostatic terms in the bond-charge CHO model

• Parameterization of the covalent bonding terms in the CHO model

• Parameterization of the angular terms in the CHO model

• Validation of the bond-order AIREBO model in the LAMMPS large-scale parallel molecular dynamics code.

• Extension of the LAMMPS implementation of AIREBO to multiple atom types.

Donald L. Thompson and Thomas D. Sewell, University of Missouri:

Scientific Progress and Accomplishments during Reporting Period

• Developed and published methods for simulating and analyzing crystallization of nitromethane from the melt in contact with 

various crystal faces.

• Developed and published methods for the analysis of shock-induced phase changes in molecular crystals, with specific 

application to the study of shock waves shocks along [100], [010], [001], [110], [011], [101], and [111] directions in crystalline 

nitromethane.

• Developed and published methods for calculations of pressure-dependent vibrational spectra at 0 K and at finite 

temperatures, with specific application to the hydrostatic compression of nitromethane crystal.

• Reported on combined theoretical and experimental studies of anomalous shock compression response in (021)-oriented 

RDX single crystals.

• Completed an invited book chapter on simulating deformation processes in energetic materials.

Technology Transfer
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Objective 
     The goal of this theoretical/computational research program was to develop 
practical methods for predicting fundamental properties and processes in 
energetic materials and to gain a better understanding of how those processes 
affect initiation sensitivity of energetic materials subjected to mechanical and 
thermal loading. The aim was to establish a unified framework within which to 
understand and predict the underlying physical-chemical mechanisms and 
controlling parameters that dictate material responses to stimuli over broad spatial 
and temporal scales. Conventional and novel materials for insensitive munitions 
were studied, with emphasis placed on the intra- and inter- molecular interactions 
in organic energetic materials. 
 
Summary of Research Accomplishments 
     The overall project, although substantially integrated, can be viewed as 
comprising the following main topics: 
• Medium- and Large-Scale Atomic Simulations of Non-Reactive Dynamical 
   Phenomena 
• Atomic and Multiscale Modeling of Thermal and Shock-Induced Initiation; 
• Accurate Reactive Potentials for Simulating Energetic Materials 
• Anisotropic Equation of State Properties for HE Crystals using Quantum  
   Mechanical and Classical Mechanical Methods 
 
     A wide range of theoretical and computational approaches was used in an 
overlapping and integrated fashion to achieve the goals of the project. Among 
these methods used, phenomena studied, and results obtained are: 
• A multi-scale modeling method was developed based on a bridging scale 

decomposition scheme for simulating coupled continuum-level hotspot 
formation and chemical dynamics. 

• Molecular dynamics (MD) methods were extended to sufficient temporal and 
spatial scales to simulate energy localization and initiation of chemistry under 
practical conditions of thermo-mechanical load. 

• Equation of state, anisotropic response, and properties of energetic materials 
were determined to establish a relationship to sensitivity.  

• Ab initio DFT methods – both plane wave and Gaussian basis set approaches – 
were used for studying isotropic and anisotropic EOS of energetic materials. 

• Ab initio results obtained at 0 K were corrected to account for entropic (i.e., 
finite temperature) effects through the use of phonon/vibrational density of 
states. 
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• Classical MD was used to include the effect of anharmonicity through the use 
of equilibrium fluctuation formulas derived from classical statistical 
mechanics, finite elasticity theory, and statistical thermodynamics.  

• Careful analysis of chemical shock dynamics and threshold shock strengths for 
inelastic deformation and onset of chemistry was performed to understand sub-
continuum factors that contribute to sensitivity, and to aid in the development 
of analytic models that can be scaled to the micron/microsecond scales. 

• Using MD simulation data, a new quasi-thermodynamic theory was developed 
based on existing nucleation and phase transition concepts that connects 
homogenous hot spot formation and the transition to detonation to atomic-scale 
chemical processes.  

• New temporal and spatial scaling relations were developed based on kinetic 
Monte Carlo concepts that connect picosecond/nanometer detonation from a 
MD simulation to microsecond/micrometer hotspot initiation.  

• Computationally efficient many-body reactive potentials were developed for 
modeling shock-induced molecular dissociation and detonation initiation. 

• Improvements were made to bond-order models to account for changes in 
chemical environment. 

• A bond-order model was developed that includes charge transfer via adaptive 
bond charges. 

• Assessment of three different methods (local descriptors, Huckel methods, and 
equations of state) for describing the charge-transfer characteristics of a 
simulated material was performed. 

• Addition of covalent bond screening methods to next-generation bond-order 
models was accomplished. 

• Automated, parallel force field parameterization methods were developed. 
•  Molecular dynamics simulations of shock waves propagating in oriented single 

crystals were analyzed in detail to extract information concerning: 
• Mechanisms by which such materials relax when mechanically or 

thermally shocked to states above the elastic or chemical stability limit; 
• Spatio-temporal evolution of local thermodynamic conditions (e.g., 

temperature, density, phase) in the shocked material; and 
• Fundamental timescales for energy transfer from a shock wave into the 

vibrational degrees of freedom of the system. 
• Calculations of pressure-dependent spectral properties of molecular crystals 

were performed to provide validation of force field models and to interpret 
experimental data. 

• Simulations of crystallization of oriented nitromethane crystals in contact with 
the pure melt of the same substance were performed to understand the processes 
by which the crystallization disorder-order transition occurs. 
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Relevance to Army  
This project contributed to long-term goal to provide reliable predictive 

computational tools to aid in the search for new and safer energetic materials and 
to predict the safety and reliability of existing ones under both normal and 
abnormal conditions.  Our specific aim was to provide the basis for formulating, 
for complicated, mechanically anisotropic molecular materials, improved thermal-
mechanical-chemical constitutive models. Our work, in collaboration with the 
Caltech and UNLV MURI projects, has provided an improved understanding of 
the essential factors that control initiation sensitivity. This project provides DoD 
with the basis for formulating, for complicated, mechanically anisotropic 
molecular materials, improved thermal-mechanical-chemical constitutive models 
that can employ realistic thermal chemical reaction rates based on understanding 
of processes that occur on sub-grid spatial scales rather than the empirically fitted 
“effective” rates that are only valid on millimeter or larger spatial scales and 
within relatively narrow calibration intervals in the parameter space for a given 
formulation. This improved knowledge is especially important for predictions of 
initiation for a material that has evolved, whether by slow physical or chemical 
aging processes or by sub-critical mechanical insult (to cite two examples), to a 
state that differs significantly from the one for which a homogenized model 
parameterization would have been calibrated originally for use in engineering 
simulations of the response of nominal material. 

The models and modeling techniques developed in this project are applicable 
to the condensed phases of a wide range of materials of current and potential 
interest in the discovery and design of more insensitive munitions. An important 
contribution to DoD interests is an improved understanding of the essential 
factors that determine sensitivity. The information can be, and is being, upscaled 
into the continuum-model for energetic material response under development by 
Professor Ortiz at Caltech. Those multiscale modeling techniques will be 
applicable to condensed phases of a wide range of materials of current and 
potential future interest to DoD. This project makes available to DoD the full 
power of computational modeling that is possible given the current state of 
theory, experiments, and computer speeds and capacity.  This is expected to result 
in significant savings in manpower and related costs in the synthesis, formulating, 
testing, and other practical labor involved in the exploration for new materials of 
acceptable sensitivity and power. 
 
Summary List and Reprints of Publications Supported by the MURI 

Below is a complete list of published or in-press peer-reviewed journal 
articles and book chapters that were supported by this MURI project. The report 
concludes with reprints of each of the publications included in the list. 
 
2007: 
• Y. Shi and D. W. Brenner, Simulated thermal decomposition and detonation of 
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nitrogen cubane by molecular dynamics, J. Chem. Phys. 127 , 134503 (2007). 
• V. Bolesta, L. Zheng, D. L. Thompson, and T. D. Sewell, Molecular Dynamics 
Simulations of Shock Waves Using the Absorbing Boundary Condition: A  Case 
Study of Methane, Phys. Rev. B 76 , 224108 (2007). 
 
2008 :  
• Y. Shi and D. W. Brenner, Jetting and Detonation Initiation in Shock-induced 
Collapse of Nanometer Scale Voids, J. Phys. Chem. C 112 , 6263 (2008). 
• M. J. Cawkwell, T. D. Sewell, L. Zheng, and D. L. Thompson, Shock-induced 
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We present simulations of a model molecular solid of nitrogen cubane subject to thermal agitation
and mechanical shock. A new approach, a reactive state summation potential, has been used to
model nitrogen cubane dissociation. At elevated temperatures, the system decomposes to N2 mixed
with a small amount of oligomeric nitrogen. When subject to shock loading the system detonates
above some critical threshold after which a shock front is self-sustained by the energy release from
chemical reactions at a constant intrinsic speed. This is the first example of a fully three-dimensional
atomic simulation of a chemically-sustained detonation. The spatial confinement of the shock front
results in longer chain intermediates than in the case of thermal decomposition, suggesting that
shock intermediates can be structurally very different from the same material subject to comparable
temperatures and pressures. © 2007 American Institute of Physics. �DOI: 10.1063/1.2779877�

I. INTRODUCTION

Solids under shock loading can exhibit various phenom-
ena such as phase transformation,1 plastic deformation,2 and
chemical reaction,3 which are crucial in discovering new
phases, studying dynamical mechanical responses, and un-
derstanding condensed phase chemistry. However, it is very
difficult to achieve those extreme conditions experimentally
and measuring various physical values is even harder. In par-
ticular, the motion of detonation fronts in solid explosives
occurs on the spatial scale of tens of nanometers within a
time scale of picoseconds. Although advances in experimen-
tal techniques such as high resolution transmission electron
microscopy and time-resolved molecular spectroscopy are
providing the capability to probe subnanometer features or
physical processes with nanosecond resolution,4 it is still im-
practical to achieve both spatial and temporal resolutions si-
multaneously. Theoretical frameworks such as the classic
Zel’dovich, von-Neumann, and Doering continuum theory
concerns the conservation of mass, balance of momentum,
and energy in the case of planar shocks, but contains no
description of atomic-scale defects or anisotropy of the mo-
lecular crystal. More importantly, the material inside the re-
action zone is far from equilibrium; thus the assumption that
thermodynamic variables �other than chemical composition�
are in equilibrium may not hold.

While the spatial and temporal scales associated with
shock dynamics are difficult to probe experimentally, these
scales are ideal for molecular dynamics �MD� simulations.5

One of the challenges to using MD simulation in modeling
physical processes involving chemical reactions is the design
of an appropriate interatomic potential.6 A range of inter-
atomic potential forms have been developed over the last 20
yrs that have incorporated chemical reactivity into simula-
tions of shock and related phenomena, including chemically-

sustained detonations. Examples include predissociative
models,7 a London-Eyring-Polanyi-Sato �LEPS� potential,8

bond-order based potentials,9–15 tight binding
Hamiltonians,16–18 and first principles methods.19–21 The first
potentials to demonstrate intrinsic detonation velocities in an
atomic simulation in one and two dimensions were the LEPS
�Ref. 8� and the “A-B” model,9 respectively. The latter
model, which is based on a bond-order formalism,22 is com-
putationally efficient such that large-scale two- and three-
dimensional simulations can be carried out, yet still captures
generic but essential features of chemical reactivity. Other
related analytic potentials have been developed since, most
notably the ReaxFF potentials developed by Goddard
et al.,12,14,15 that attempt to model the details of specific sys-
tems rather than generic chemistry, but at the cost of compu-
tational efficiency.

Each of these approaches to modeling interatomic forces
for shock simulations have their relative merits, and in some
cases severe limitations. In predissociative models, for ex-
ample, chemical energy is released through bond breakage,
instead of bond formation. This can lead to the nonphysical
partitioning of the energy such that no energy goes initially
into intramolecular vibration.23 Generic studies such as the
A-B model, which emphasize computational efficiency, have
focused primarily on energetic materials of small molecules
where all energy release comes from bond formation. These
small molecule simulations, while providing critical ex-
amples of self-sustaining shock chemistry, may have behav-
ior that is very different from energetic materials composed
of relatively large molecules. For example, vibrational relax-
ation in large molecules will be significantly different from
small molecules, and for large molecules a high fraction of
the energy release can come from dissociation into frag-
ments. It should also be noted that a simulated atomic-scalea�Electronic mail: YSHI2@NCSU.EDU
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shock front sustained by chemical reaction with an intrinsic
velocity has only been demonstrated in one and two
dimensions.8,9

Reported in this article are the results of simulations of a
model molecular solid of nitrogen cubane subject to thermal
agitation and mechanical shock. These simulations use a new
approach to modeling large-scale reactivity in a covalent sys-
tem that retains computational efficiency while still allowing
a physical treatment of chemical reactions and intermediate
states. This relatively simple potential used to describe con-
densed phase reaction of a large molecule is intended to pro-
vide a bridge between generic treatments such as the “A-B”
model and the detailed but more complicated descriptive po-
tentials such as ReaxFF. As discussed below the simulations
show the formation of N2 and short-chain nitrogen clusters
as products of both thermal and shock decomposition. In the
case of shocks, decomposition of multiple molecules is spa-
tially confined to the shock front as opposed to thermal de-
composition that occurs randomly throughout the simulation.
The former conditions result in longer chain intermediates
than in the case of thermal decomposition, suggesting that
shock intermediates can be structurally very different from
the same material subject to the comparable temperatures
and pressures.

II. REACTIVE STATE SUMMATION POTENTIAL

The reactive state summation potential is an extension of
a concept that was originally implemented to control angular

terms in modeling silica24 and boron oxide.25 During a
chemical reaction, the system starts from the state of the
reactant in the potential energy landscape. Driven by thermal
agitation at high temperature or mechanical agitation under
shock, the system evolves over the chemical reaction barrier
toward a product state. The state of the reactant, the final
products, and other possible intermediates, which we refer to
as reactive states, determines the thermodynamics and kinet-
ics of the chemical reaction. Each of these reactive states can
be quantified and distinguished by a reaction coordinate. The
central idea of this formulation is to model each state sepa-
rately, then combine them together through a reaction-
coordinate-dependent weighting function. Therefore, indi-
vidual force fields can be turned on or off depending on the
reaction coordinate. If each reactive state is modeled by a
conventional two-body interatomic potential, the total poten-
tial energy is the sum of those potentials modulated by a
weighting function

PE =
1

2 �
i�N

�
j�N

�
s

wi
sEs�rij� , �1�

where i, j loops over N atoms, s loops over a number of
reactive states including any number of reactants, products
and intermediates and Es�rij� is the pair potential for reactive
state s. The weighting function wi is written as

wi = e−A�CNi − CN�2
, �2�

CNi = �
j=N

fCN�rij� , �3�

fCN�rij� = �
1 rij � = rij

c − 2w

1

2
+

1

2
cos��

2
� rij − rij

c + w

w
+ 1	
 rij

c − 2w � rij � rij
c

0 rij � = rij
c

� . �4�

The parameter A controls the width of the weighting func-
tion. CN is the coordination number, which is the sum of a
neighbor-counting function fCN. fCN is a smooth function
changing from 1 to 0 in a transition region of width 2w from
rij

c −2w to rij
c as the interatomic distance increases. CN is the

coordination number for a specific reactive state that has to
be unique among all states. Therefore, the reaction coordi-
nate is represented by the coordination number for its sim-
plicity computationally, although there are many alternative
ways to define such a quantity.

Here a nitrogen RSS force field is given that considers
the chemical reaction of N8 nitrogen cubane as it decom-
poses in the solid state into N2 molecules. Therefore the
reactant �r� is chosen to be N8 nitrogen cubane and the prod-

ucts �p� are N2 nitrogen molecules. The total energy is the
weighted sum of two reactive states plus a Van der Waals
�VDW� term as well as a hard sphere �HS� repulsion term

PE =
1

2 �
i�N

�
j�N

�wrE
r�rij� + wpEp�rij�

+ EHS�rij� + EVDW�rij�� . �5�

It should be noted that there is no explicit angular constraints
for N8. Instead, the constraint on the coordination ensures the
cubic shape of the molecule. To accurately describe the en-
ergetics of other threefold-coordinated phases such as the
black phosphorous or cubic gauche structures, angular con-
straints would have to be included. Inclusion of these terms,
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however, would reduce the computational efficiency of the
model. As stated above, because our intent is to produce a
potential that is intermediate in complexity between the A-B
and more descriptive potentials, these terms are neglected.
Both reactive states are modeled by a pair-wise Morse-type
potential

E�rij� = ��e2���−rij� − 2e���−rij��fcutoff�rij� , �6�

fcutoff�rij� = fCN�rij�B, �7�

EHS�rij� = �� · eA/�rij−�� rij � � ,

0 rij � � ,
 �8�

EVDW�rij� = 4��� �

rij
	12

− � �

rij
	6	 · �1 − fCN�rij�� . �9�

The cutoff function ensures the finite range of the cova-
lent bonding as well as the computational efficiency. The
potential parameters can be readily obtained from the bond
length, bond strength, and bond vibration frequency from
experiments or first principles calculations, which are listed
in Table I.26,27 The hard sphere repulsion term is to ensure
that no atoms overlap for coordination states other than those
two reactive states considered in this simple potential model.
The intermolecular interaction is a conventional 12–6
Lennard-Jones potential. Because the inter- or intra-
molecular interactions are calculated for all atoms in this
RSS formalism, the short covalent bond distance between
atoms within one molecule would result in a large positive
potential energy due to the repulsive regime of the Lennard-
Jones interaction. Therefore, the Lennard-Jones potential is
modulated to zero within the covalent bonding distance as in
Eq. �9�. This approach is similar to the treatments of other
reactive force fields.28 Because no data is available for the
nitrogen cubane-cubane Van der Waals interaction experi-
mentally or computationally, a relatively weak potential en-
ergy depth has been chosen to keep the dominance of the
intramolecular force in the cubane-cubane interaction. The
equilibrium distance of this Van der Waals interaction is also

set to be small for computational efficiency. There are also
no reports on the crystalline state of nitrogen cubane. Similar
cubic shaped molecules, such as C8H8 cubane,29 normally
have a rhombohedral crystalline state. However, the ratio of
cube-cube distance over the cube size for C8H8 cubane is
about 3.5, which is larger than the ratio �2.9� for the current
model nitrogen cubane. It is conceivable that as the cube-
cube separation decreases, simple cubic will eventually be-
come the choice for the densest packing. Therefore, we
choose an apparent simple cubic packing to construct the
nitrogen cubane crystal. The lattice constant is 0.4313 nm.
This yields a density of 2.32 g/cm3 that is within the range
of 2.29–2.65 g/cm3 estimated from empirical methods.30

The physical values for N8 and N2 are given in Table II for
this model along with comparable literature values.

The advantage of this RSS formulism is its simplicity
and flexibility. Due to the absence of long-range interactions
and a simple switching between inter- and intra-molecular
interactions, the computing time for the force calculation for
RSS nitrogen potential scales linearly with system size. It is
also straight forward to include multiple species, angular de-
pendency and multiple products. Furthermore, it is also pos-
sible to combine two sets of parameters for the same poten-
tial or totally different force fields in a multiscale simulation
approach.

III. THERMAL DECOMPOSITION

A series of thermal decomposition simulations were per-
formed using the RSS potential. Simulations were carried out
with N8 cubane crystals within an NVT ensemble. The initial
system consists of 216 N8 cubane molecules or 1728 nitro-
gen atoms with a fixed density of 2.32 g/cm3.

For a reactive system that has a single reactant and one
possible product, the chemical reaction is accomplished by
individual molecules going through a thermally activated re-
action path. The extent of the reaction can be monitored by
the average potential energy

TABLE I. Parameters for the RSS potential for nitrogen.

CN A B rij
c �Å� w �Å� � �eV� � �Å� � �Å−1� Cutoff �Å�

Reactant 3 1.15 1.15 2.05 0.1 1.6 1.5 0.90 2.05
Product 1 1.30 1.30 2.05 0.1 9.8 1.1 3.82 2.05
VDW 2.05 0.1 0.0005 2.55 3.75
HS 0.1 20 0.95 0.95

TABLE II. Physical values for N8 and .N2

Bond length
�Å�

Bond
angle

�°�

Vibration
period

�fs�

Atomization energy
per atom

�eV�

N8 N2 N8 N2 N8 N2

RSS model 1.52 1.10 90.0 14.14 −2.41 −4.91
Literature values 1.52

26
1.10
27

90.0
26

14.13
26

−2.38
26

−4.90
27
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PE = PEp + �PEr − PEp�e−R·t, �10�

where PE is the average potential energy per atom, PEr and
PEp are the potential energy for the reactant and product
respectively, R is the reaction rate at the given temperature,
and t is the time. By monitoring the average potential energy
evolution of the system, R, PEr, and PEp can be obtained at
various temperatures through nonlinear fitting procedures as
plotted in Fig. 1. The reaction rate follows the Arrhenius rate
law, as demonstrated by Fig. 2, which is characterized by an
activation energy barrier of 1.0 eV. We found that there is no
need to include an equilibration-induction time in Eq. �10�,
as was done in Ref. 15, because the reaction rate is well
behaved without the addition of a fitting parameter.

The product at the end of the reaction is composed of
mostly N2 nitrogen molecules �onefold coordinated� with a
small percentage of nitrogen oligomers �twofold coordi-
nated�. The nitrogen chains are quasi-one-dimensional with a
maximum cluster size of 6 as shown in Fig. 3�a�. The prod-
uct after reacting at 2030 K for 380 ps consists of about 56%
N2 and 44% oligomeric nitrogen in terms of atomic percent-
age as shown in Fig. 4. As the cookoff temperature increases,
there is less oligomeric nitrogen in the final product. The
average potential energy per atom for twofold-coordinated

nitrogen is approximately −3.0 eV, which is much higher
than the onefold-coordinated nitrogen which is about
−4.9 eV. Therefore, chainlike polymer clusters are meta-
stable energetically and tend to overcome the dissociation
barrier and turn into smaller segments at higher temperature.

Although there is no explicit term for twofold-
coordinated oligomeric nitrogen in Eq. �5�, its energetics is
determined by the weighted sum of one- and threefold coor-
dinated states. Moreover, the twofold-coordinated state is a

FIG. 1. Average potential energy evolution �gray dots� as a function of time
at temperatures 2030, 2320, 2901, 3481, 4062, and 4642 K, from right to
left. Solid lines are nonlinear fitting to Eq. �10� assuming a constant reaction
rate for each temperature.

FIG. 2. Reaction rates from nonlinear fitting of the average potential energy
evolution according to Eq. �10� as a function of reaction temperature from
2030 to 4642 K. The slope of this Arrhenius plot is 1.0 eV.

FIG. 3. �Color� Cluster analyses for the reaction product �a� a nitrogen
cubane system at 2030 K after 380 ps. Clusters with four or more nitrogen
atoms are shown; �b� a nitrogen cubane system that is subject to a shock
initiated by a flyer plate �10.5 km/s� after 5 ps. Clusters with eight or more
nitrogen atoms are shown. For both figures, two atoms are considered con-
nected if the separation distance is smaller than 0.135 nm, which is the
upper bound of the first peak of the pair correlation function. Atoms in the
same cluster have the same color. The size of the box in �a� and the height
of the box in �b� are both approximately 2.6 nm. The right end of the box in
�b� indicates the shock front position. The shock propagates from left to
right as shown by the arrow.

FIG. 4. Cluster size distributions in terms of atomic weight for thermal
decomposition simulations at different temperatures for 380 ps. Clusters
with cluster size 2 are diatomic nitrogen N2.
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natural intermediate state in the transition from threefold-
coordinated to onefold-coordinated state, given that simulta-
neous bond breaking is less likely than bond breaking one by
one. Such metastable polymeric form for nitrogen has also
been predicted previously by first principles methods.31 The
presence of oligomeric nitrogen may also be due to the short
time scale of the system with such a high temperature and
high pressure. We note that the fit in Fig. 1 deviates from the
function at low temperatures and long times, which suggests
that there may be multiple reaction barriers. Nonetheless, the
overall chemical reaction can be characterized by a single
reaction barrier as shown in Fig. 2. This may be because: �1�
the secondary reaction from N8 cubane to oligomeric nitro-
gen has a similar reaction barrier; �2� the amount of twofold-
coordinated nitrogen is small, especially in the high tempera-
ture regime.

IV. SHOCK SIMULATIONS OF NITROGEN CUBANE

To simulate chemical reactions caused by mechanical
shock waves, both moving pistons and flyer plates are used
to initiate shock waves. A simple cubic N8 cubane crystal
with 4320 molecules �34560 atoms� in a box of 2.6�2.6
�52 nm3 is subject to shock. The system is periodic in the
two directions perpendicular to the shock propagation direc-
tion �Z direction�. The initial system rests at 0 K. There is no
thermostat or barostat coupled to the shock simulations. To
simulate shocks formed by a moving piston, the left �nega-
tive Z direction� most layer of material consisting of 36 mol-
ecules are held rigid while moving to the right �positive Z
direction� with a constant piston speed. To simulate shocks
formed by a flyer plate, the same left most layer is given an
initial velocity without restricting their dynamics thereafter.

The shock velocity scales approximately linearly with
the piston velocity as plotted in Fig. 5. The longitudinal
sound velocity is about 1.3 km/s as determined by extrapo-
lating the shock velocity to a zero piston velocity. For a
piston velocity less than 1.58 km/s, no chemical reaction is
observed during the course of the simulation �3.8 ps�. For
piston velocities greater than about 1.84 km/s, chemical re-
action occurs behind the shock front and propagates quickly,

eventually overtaking the preceding shock front. Similarly,
shocks by flyer plate will not initiate chemical reactions for
flyer plate speeds lower than a threshold value. Figure 6
shows the average potential energy along the shock direction
at different times, which demonstrates that the shock front
moves at a constant speed and is followed by a very narrow
reaction zone about 2 nm at the beginning of the shock and
about 15 nm at the end of the simulation. The reaction prod-
ucts at the end of the simulation are a mixture of N2, chain-
like nitrogen and single nitrogen atoms. For example, with a
flyer plate speed of 10.5 km/s, the product at 5 ps after the
shock consists of 63% N2 molecules, 23% chainlike nitrogen
and about 14% isolated nitrogen atoms, all in terms of
weight percentage. A connectivity analysis �Fig. 7� shows
that the dominant oligomeric nitrogen is N3 trimer, which is
similar to the product of thermal decomposition at high tem-
peratures. However, as depicted in Fig. 7, the difference is
that the size of the oligomeric nitrogen clusters can well
exceed 10 with the maximum size of 24. These large clusters
are metastable energetically and quickly dissociate to smaller
segments, thus they are only concentrated in the reaction
zone immediately trailing the shock front as shown in Fig.
3�b�. This is in clear contrast to the maximum nitrogen clus-

FIG. 5. Shock front speeds plotted as a function of piston speeds. The sound
velocity is about 1.3 km/s, which is extrapolated as the shock front speed at
zero piston speed. A smaller system that spans 2.6�2.6�52 nm3 is used to
obtain this data.

FIG. 6. Average potential energy profiles at different times for a shock
simulation initiated by a 10.5 km/s flyer plate. The horizontal line corre-
sponds to 0 ps and the right-most line corresponds to 5.3 ps. The time
interval between adjacent lines is 0.23 ps. The shock propagates from left to
right.

FIG. 7. The cluster size distribution for the shock simulation product, same
as Fig. 3�b�, in terms of atomic weight.
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ter, which is 6, during the whole simulation process for ther-
mal decomposition. This is because at the shock front the
chemical reaction occurs almost simultaneously in neighbor-
ing nitrogen cubane molecules; thus smaller chains can be
linked together before being further decomposed into N2

molecules. In the case of thermal decomposition, the chemi-
cal reaction occurs randomly both spatially and temporally
so that large polymeric clusters are less likely to form.

Plotted in Fig. 8 are the positions of the shock front as a
function of time as determined by the position of the right
most atom that deviates from the initial crystal structure. For
four different flyer plate speeds, the final shock fronts propa-
gate at a common detonation speed of about 11.0 km/s, as
indicated by Fig. 9. For flyer plate speeds higher than the
final detonation speed, the shock front slows down, while for
flyer plate speeds lower than the final detonation speed, the
shock front speeds up. For even lower flyer plate speeds, no
reaction occurs. Therefore, a threshold flyer plate speed to
initiate chemical reaction can be identified. Note that this
value can be affected by the thickness of the flyer plate, the
duration of the simulation, and the presence of defects in the
lattice. For the current simulation with one layer of nitrogen

cubane molecules as a flyer plate and a shock simulation for
7.6 ps, this threshold value resides between 4.0–5.3 km/s.

V. CONCLUSIONS

The thermal decomposition and shock loading of an en-
ergetic molecular solid of nitrogen cubane has been simu-
lated at the atomic scale. The interatomic interactions are
modeled with a new RSS formalism that yields an activation
energy barrier for thermal decomposition of 1.0 eV. Under
shock loading with a rigid piston, the simulations show a
threshold piston velocity above which a fully three-
dimensional chemically sustained detonation with an intrin-
sic velocity of 11.0 km/s is initiated. Structural analysis
shows that chainlike nitrogen forms during reaction, and that
the maximum chain length in the shock simulations is much
larger than that in thermal decomposition simulations. This
observation is mainly due to the fact that, unlike thermal
cook-off conditions, reactions occur instantaneously in a co-
operative manner in shocks. Therefore, the shocked material
is structurally different from the system subject to similar
temperatures and pressures.
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We report a method that enables long-time molecular dynamics �MD� simulations of shock wave loading.
The goal is to mitigate the severe interference effects that arise at interfaces or free boundaries when using
standard nonequilibrium MD shock wave approaches. The essence of the method is to capture between two
fixed pistons the material state at the precise instant in time when the shock front, initiated by a piston with
velocity up at one end of the target sample, traverses the contiguous boundary between the target and a second,
stationary piston located at the opposite end of the sample, at which point the second piston is also assigned
velocity up and the simulation is continued. Thus, the target material is captured in the energy-volume Hugo-
niot state resulting from the initial shock wave, and can be propagated forward in time to monitor any
subsequent chemistry, plastic deformation, or other time-dependent phenomena compatible with the spatial
scale of the simulation. For demonstration purposes, we apply the method to shock-induced chemistry in
methane based on the adaptive intermolecular reactive empirical bond order force field �S. J. Stuart et al., J.
Chem. Phys. 112, 6472 �2000��.
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I. INTRODUCTION

Dynamic material response to shock wave loading has
been studied for decades for both practical and fundamental
reasons.1 Molecular dynamics �MD� is the most widely used
method for theoretical studies of physical and chemical pro-
cesses in condensed materials on submicron scales. Since the
1970s, nonequilibrium molecular dynamics �NEMD� has
been applied to studies of shock-induced phenomena such as
defect generation,2 phase transitions,3 and chemistry.4,5 Al-
though current computer capabilities allow shock wave
simulations for systems containing even billions of atoms
interacting via comparatively simple potentials �for instance,
the embedded-atom model�,6 it is computationally expensive
to use NEMD to study shock waves in complicated, poly-
atomic molecular crystals characterized by many-body inter-
actions and electrostatic contributions to the potential
energy.7 This is particularly true since many of the phenom-
ena of interest occur on time scales significantly larger than
those required for the passage of a shock wave through a
typical MD simulation cell.

Various equilibrium MD methods, sometimes called
Hugoniostat methods, have been developed in the past de-
cade to reproduce the final states of shocked materials by
way of extended equations of motion that act on the system
to drive it toward a prescribed Hugoniot state.8–12 �The
Hugoniot is the locus of states accessible by shock wave
loading.� This allows long-time sampling of shock states
without the need to simulate a system that is large enough to
sustain the compressed state for a long enough time to arrive
at those states. In cases where the shock wave dynamics is of
interest, however, the Hugoniostat methods are of limited
use. Zhakhovskii et al.13 developed a “moving window”
method that allows the study of the detailed dynamics in the

vicinity of a shock front by systematically adding new ma-
terial to the unshocked end of the simulation cell and remov-
ing shocked material from the other end so that the simula-
tion size remains constant and the simulation frame remains
centered on the shock front. However, even this method be-
comes difficult to apply to simulations with nonprompt
chemistry or mechanical deformation, since adding and re-
moving material from the simulation will certainly introduce
artifacts for practically accessible simulation domains. Most
recently, Zhao et al.14 developed a NEMD method to study
shock-induced alloying reactions in Ni /Al nanolaminates. In
their method, shock waves are first generated by colliding
two identical slabs with equal but opposite center-of-mass
velocities. The periodic boundaries along the shock direction
shrink consistently with the mass velocity. Once the shock
waves reach the periodic boundaries, however, the cell pa-
rameters are fixed, and the simulation is continued in the
usual three-dimensional periodic, constant energy–constant
volume �NVE� ensemble to allow the alloying reactions to
approach equilibrium.

Here, we report a NEMD method that allows the dynam-
ics behind a shock wave to evolve with minimal interference
from the free surface of the simulation cell. We demonstrate
the method in a study of shock-induced chemistry in
condensed-phase methane based on the adaptive intermo-
lecular reactive empirical bond order �AIREBO� force
field.15

II. COMPUTATIONAL DETAILS

A. Absorbing boundary condition

A schematic diagram of how the absorbing boundary con-
dition is applied in a simulation of a shock wave is presented
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in Fig. 1.16 By moving a rigid piston �piston-1� at constant
velocity up, a shock wave is generated that moves with ve-
locity us through the target material �see Fig. 1�a��. On the
opposite end of the simulation cell is a second rigid piston
�piston-2�, contiguous with the target and assigned zero ve-
locity. When the shock wave reaches piston-2 �Fig. 1�b��, it
is instantaneously assigned the same constant velocity as
piston-1 �up� �see Fig. 1�c��. From that point onward, the
simulation is microcanonical and maintains the initial Hugo-
niot state associated with the passage of the shock front.
Chemical reactions or other dynamical processes can be fol-
lowed until they reach equilibrium. These processes can re-
sult in significant changes in temperature, pressure, and com-
position in the confined region.

A critical issue is exactly when and how to apply the
velocity up to the second piston. Although various criteria
can be imagined, the initial transfer of internal energy is a
reasonable one for defining the instant of shock wave pas-
sage across a given dividing surface in configuration space
since shock wave propagation is essentially energy transfer
from the moving piston to lattice degrees of freedom in the
target material. We show in Fig. 2 how we use the internal
energy to determine the time at which the second piston be-
gins to move. In this case, the piston velocity up=3.0 km /s
is below the threshold for shock-induced chemistry in meth-
ane. The simulation cell is arbitrarily divided into 80 bins,
each one unit cell wide; these bins deform affinely as the
shock wave compresses the sample. Figure 2�a� contains the
internal energy profile in the material along the shock direc-
tion at t=5.45 ps, which is just before the internal energy of
the bin immediately adjacent to piston-2 begins to rise rap-
idly �denoted as bin 80, corresponding to zero displacement
along the abscissa in Fig. 2�a�; the internal energy of this bin
is denoted as �80 in Fig. 2�b��. The internal energy profile of
the shocked material in Fig. 2�a� is fitted to a straight line,
which is extrapolated to predict the internal energy �80 at the
moment when the shock front just reaches its outer edge
�that is, the contiguous boundary with the second piston�.
Monitoring the internal energy �80 as the trajectory contin-
ues, we find that the extrapolated value is achieved at t
=5.57 ps �see Fig. 2�b��; the dashed horizontal line in Fig.
2�b� shows the extrapolated value for the internal energy
corresponding to the moment when the shock wave reaches
piston-2. It is at this time that the second piston begins to
move with the same fixed velocity up as the first one.

There is a significant disparity in the time scales for shock
wave traversal of the sample in most NEMD simulations and
subsequent establishment of chemical or thermo-mechanical
equilibrium. In the simplest sense, the maximum time acces-
sible to the former is the shock transit time across the
sample, tmax= lsample /us. However, this only applies to mate-
rial in the immediate vicinity of the first piston; material on
the free boundary is under compression for essentially zero
time. �The time required for a backscattered wave to re-
traverse the compressed system sets the true upper limit on
the time that any region in such a simulation can be sustained
in the shocked state.� The proposed absorbing boundary con-
dition described here minimizes in a practical way the effects
of wave reflection from a free surface, effectively providing
a near-perfect impedance match17 between the target material
and the two pistons, and thus, allows simulation of the
sample in a shock-compressed state for an interval of time
whose limit is determined by the stability of the numerical
integration scheme.

B. Model system and details of simulation procedure

For demonstration purposes, we have chosen to study
shock-induced chemistry in methane as predicted by the
AIREBO potential due to Stuart et al.15 AIREBO is an ex-
tension of the reactive empirical bond order potential.18

FIG. 1. �Color online� Schematic illustration of how the shock
absorbing boundary condition is applied. �a� A shock wave is gen-
erated in the sample by driving a rigid piston into it with constant
velocity up; a second piston is contiguous to and equilibrated with
the material on the opposite end of the simulation cell. �b� The
shock wave reaches the second piston. �c� The second piston begins
to move with the same fixed velocity as the first.

FIG. 2. Summary of details for determining when the second
piston begins to move. �a� Internal energy profile along the shock
direction; �b� time evolution of internal energy in the material sub-
volume �bin� closest to the second piston �zero displacement along
the abscissa in �a� corresponds to internal energy �80 in �b��. The
time snapshot in �a� is for t=5.45 ps; the line is the linear fit for the
shocked material. The dashed horizontal line in �b� shows the ex-
trapolated value for the internal energy, corresponding to the mo-
ment when the shock wave reaches piston-2. When the internal
energy �80 reaches this value �t=5.57 ps�, the second piston is as-
signed a constant velocity up.
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AIREBO was designed to optimally describe liquid-state hy-
drocarbon properties at ambient pressure, while perturbing as
little as possible predictions for the solid-state polymorphs of
pure carbon. AIREBO has been used previously in MD stud-
ies of thermal dissociation in methane, ethylene, and ben-
zene,19 and of shock-induced chemistry in solid ace-
tylene,20,21 ethylene,20 methane,20,21 and anthracene.21 The
MD simulations presented here were performed using a com-
puter code developed for AIREBO by Stuart et al. Trajecto-
ries were integrated using the velocity Verlet algorithm, with
step sizes in the interval from 0.1 to 0.25 fs depending on
the temperature and pressure.

The simulation cell for the shock wave simulations con-
sists of 82�3�3 unit cells of methane phase I, a face-
centered-cubic �fcc� unit cell with rotating molecules at the
lattice sites.22 Initially, all atoms were positioned on the per-
fect fcc lattice with no orientational disorder. Next, the sys-
tem was equilibrated in the NVT ensemble, with periodic
boundary conditions applied in the directions transverse to
the direction of subsequent shock loading, and cell param-
eters adjusted to yield zero pressure at a given temperature; a
gap of 11.722 Å �two unit cell widths� was introduced be-
tween the first and second layers of unit cells along the shock
direction. Atoms in the first and last layers of unit cells along
the shock direction, which comprise piston-1 and piston-2,
respectively, were held fixed during this equilibration period,
which was continued until the system reached steady-
fluctuating values about the prescribed temperature. Shock
waves were generated by driving piston-1 into the target
sample with constant velocity up. Piston-2, on the opposite
end of the sample, was initially assigned zero velocity. Both
pistons were perfectly rigid.

III. RESULTS AND DISCUSSION

A. Comparison of adaptive intermolecular reactive empirical
bond order predictions to experimental results

We provide details of the validation of the absorbing
boundary condition in Sec. III B. In this section, we present
a comparison between AIREBO predictions obtained using
the absorbing boundary condition and experimental shock
wave data23,24 for liquid methane at initial temperature
111 K and density 0.42 g /cm3; the results are summarized in
Fig. 3. The shock temperature predicted for AIREBO is in
good agreement with experiment �Fig. 3�a��. Figure 3�b� in-
dicates that the AIREBO potential overestimates the shock
speed by �25% for up=8.3 km /s, whereas the compression
ratio � /�0 in Fig. 3�c� is underestimated by �30% at that
same piston velocity. Finally, the component of stress along
the shock direction Pxx �hereafter referred to as shock pres-
sure� behind the shock front is overestimated by about 25%
at the highest piston velocity considered �see Fig. 3�d��; this
discrepancy tends to zero with decreasing piston velocity.
Since temperature is the dominant thermodynamic variable
for chemistry, the agreement in Fig. 3�a� suggests that shock-
induced reactions predicted for methane by AIREBO may be
reasonable, and are certainly sufficient for the present goal of
methods development.

B. Validation of the absorbing boundary condition

Figure 4 contains plots of density, material velocity, inter-
nal energy, and temperature profiles for subvolumes of the
simulation cell along the shock direction, at times before and
after the second piston begins to move. The results, eight
snapshots in time, are for a up=3.0 km /s shock in crystalline
methane equilibrated at 50 K and zero pressure. Traces for
successive times are shifted vertically along the ordinate as
an aid to the eye. In this case, the shock wave reaches the
second piston at t= �5.57 ps �bold trace in Fig. 4�, at which
time piston-2 is assigned a velocity up. Whereas this would
be the maximum time �or, at best, half the maximum time�
accessible by other NEMD shock methods, with the excep-
tion of that of Zhao et al.,14 in the present case, the simula-
tion was continued for an additional 30 ps. One can see from
Fig. 4 that spatial distributions of the density, local mass
velocity, and temperature are essentially constant over the
entire time interval after the second piston starts to move.
The profiles of internal energy—which are the basis for de-
termining when the shock wave traverses the sample bound-
ary into the second piston—have a negative slope across the
simulation cell during shock wave passage. In this case, the
slope is approximately preserved immediately after the sec-
ond piston begins to move, but disappears within 5 ps. There
is no evidence in any of the results shown in Fig. 4 for

FIG. 3. Shock strength dependence of �a� temperature, �b� shock
speed, �c� compression ratio, and �d� shock pressure in liquid meth-
ane. The initial temperature and density are 111 K and 0.42 g /cm3,
respectively. Solid symbols, simulation predictions, open symbols,
experiment. Data for pressure, compression ratio, and shock veloc-
ity are from Nellis et al. �Ref. 23�; temperature measurement is
from Radousky et al. �Ref. 24�.
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significant reflections or buildup of energy at either piston-
sample boundary.

In Fig. 5, we compare results obtained using the absorb-
ing boundary condition to those obtained using a standard1

NEMD shock simulation. The only difference between the
simulations is that the sample length in the latter case is
twice as long as in the former. Both sets of results corre-
spond to t=10.0 ps, which is just prior to the point of maxi-
mum compression in the longer cell �black lines� and 4.43 ps

after piston-2 was applied in the smaller one �red lines�.
Thus, this comparison provides a direct test of the absorbing
boundary condition approach. While there are observable de-
viations for density, local mass velocity, internal energy, and
temperature in the regions of Fig. 5 for which computational
domains overlap, they are small and insignificant considering
their magnitude in light of the pre- and postshock states of
the material.

One can estimate the length of system that would be re-
quired, using a standard NEMD simulation, to obtain results
comparable to those shown in Fig. 4; that is, one in which a
shocked state is sustained for 30 ps. For up=3.0 km /s,
�5.5 ps is required for the shock wave to traverse the
�47.5 nm sample length, which means that a simulation cell
of length �260 nm would be needed. Simulation of a system
of this size using a complicated reactive potential-energy
function is impractical with current computing capabilities
even for a single shock-passage time, let alone for the long
times required to approach chemical equilibrium �e.g.,
�150 ps in the following example, and in many cases, much
longer�.

C. Chemically reactive waves in methane

Analyses of shock-induced chemical transformations
were performed for the cases up=8.3 and 11.0 km /s for
shocked liquid and solid methane, respectively, based on an
ad hoc geometric definition of molecular connectivity. Spe-
cifically, it was assumed that carbon atoms are chemically
bonded when their separation is within the cutoff distance for
the intramolecular interactions in the AIREBO potential
function.15 Thus, a molecule is defined as the set of carbon
atoms for which any two members of that set can be linked
to all other members through an unbroken sequence of
bonds. Within this framework, we define isolated carbon
monomers, dimers, trimers, etc., as having molecular sizes 1,
2, 3, etc.

Examination of molecular sizes after shock wave propa-
gation through liquid methane for up=8.3 km /s indicates
that initial ethane production occurs with a latency of �3 ps
after shock wave passage. �Recall that the shock wave tra-
versal time for the entire sample is only about 5.5 ps.� The
study of several specific reaction events reveals a propensity
for ethane formation to occur by two unimolecular dissocia-
tion events: 2CH4→2CH3+2H followed by recombination
to yield C2H6+H2. This result is in agreement with tight-
binding MD simulations25 and experimental measurements
of temperature24 and conductivity26 behind the shock front.
Given that molecular dissociation is thermally activated, it is
not surprising that moderate differences between the calcu-
lated and experimental pressures have comparatively small
effects on the predicted reaction thresholds and chemistry.

The decomposition threshold for solid methane using
AIREBO is up=9 km /s, for which the shock temperature is
�4600 K. This temperature is close to the value observed in
liquid methane shock propagation, 4400 K �see Fig. 4�a��.
Elert et al.20 carried out MD simulations of shock wave
propagation in solid methane and reported a somewhat
higher value, 10 km /s, for the decomposition threshold ve-

FIG. 4. Spatial profiles of �a� density, �b� local velocity, �c�
internal energy, and �d� temperature along the shock direction, for
eight time snapshots before and after the absorbing boundary con-
dition is applied to shocked solid methane. The piston velocity is
3 km /s and the initial temperature is 50 K. The absorbing boundary
condition is applied at t=5.57 ps �bold trace in the figures�. Traces
for successive snapshots are shifted vertically for clarity.

FIG. 5. �Color� Spatial profiles of �a� density, �b� local velocity,
�c� internal energy, and �d� temperature along the shock direction at
time t=10.0 ps for two simulations of shocked methane crystal dif-
fering only in the initial sample length. Red lines correspond to the
simulation discussed in connection with Fig. 4, for which the ab-
sorbing boundary condition was applied at t=5.57 ps; black lines
correspond to a system twice as long in the shock direction, which
has not reached maximum compression by the end of the simula-
tion. The piston velocity is 3 km /s and the initial temperature is
50 K.
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locity. This discrepancy is likely caused by the different ap-
proach used for shock wave initiation in those simulations: a
finite flyer plate of several unit cells thickness was used,
which resulted in rarefaction waves entering the compressed
region and, thus, decreasing the time available for reaction to
occur in the fully compressed state, whereas the initiating
piston used here emulates a macroscopic striker.

In Fig. 6, we show the time evolution of carbon molecular
sizes for solid methane shocked at up=11 km /s. The shock
wave traversal time is only about 2.2 ps �denoted by the
vertical line in the figure�. Though most of the carbon atoms
in the system are members of three-atom molecules �i.e.,
propanelike chains, C3�, about 20% are involved in clusters
containing four or more atoms and about 25% of all carbon
atoms belong to clusters consisting of more than 50 carbon
atoms. Diamond anvil cell experiments in which infrared ab-
sorption, Raman spectroscopy, and x-ray diffraction were
measured indicate that diamond and hydrogen, as well as
hydrocarbon polymer chains, are formed from methane upon
static compression in the interval of 10–50 GPa and laser
heating to 2000–3000 K.27 It is likely that the system stud-
ied here at t=200 ps represents an early stage on the trans-
formation path toward diamond+H2, an overall process char-
acterized by diffusion-limited rates with time constants and
spatial scales that exceed those of the present simulation.

IV. SUMMARY AND CONCLUSIONS

We have developed a practical approach for nonequilib-
rium molecular dynamics simulations of shock waves that
allows the study of shocked states for time scales far larger
than the shock wave traversal time of the MD simulation

cell. A shock wave is generated by driving a rigid piston into
a sample at constant piston velocity. A second rigid piston is
located at the opposite end of the simulation cell, contiguous
to and equilibrated with the material. When the shock wave
reaches the end of the simulation cell, the second piston be-
gins to move at the same velocity as the first and, thus,
provides an “impedance match” for the shock wave across
the sample-piston interface. With both pistons moving at the
same velocity, the Hugoniot state of the shocked material is
sustained, while the sample continues to evolve. This allows
a significantly longer simulation without significant interfer-
ence from reflected waves that arise at interfaces. The prin-
cipal distinction between the present method and the one due
to Zhao et al.14 is the extent to which the present one should
be extendable to treat split wave structures, for instance, an
elastic precursor followed by a plastic wave, or to accommo-
date inhomogeneous wave profiles that might require finite
piston acceleration profiles, which themselves might vary
across the surface of the piston �e.g., a shock wave propagat-
ing along the longitudinal axis of a hexagonal-cylindrical
microphase segregated copolymer morphology�.

We applied this absorbing boundary condition approach to
shock waves in methane, modeled using the AIREBO force
field.15 We demonstrated that the method does not introduce
significant fluctuations in density or local velocity across the
simulation cell or at the piston-sample interfaces, and that
the internal energy �which is the criterion upon which the
time to start the second piston moving is based� is equili-
brated on a several picosecond time scale. We illustrated the
practical usefulness of the method by simulating shock-
induced chemistry in methane on a 200 ps time scale, for a
simulation cell with a shock wave traversal time of only
2.2 ps. While the simple implementation of the absorbing
boundary condition described here involves infinite accelera-
tion of the second piston, adaptations to provide more so-
phisticated “soft catches” should be straightforward. We ex-
pect this general approach to be useful for simulations of
shock-induced dynamics including chemistry in various ma-
terials, with numerical integration stability and, of course,
the validity of the classical approximation being the limiting
factors.
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FIG. 6. �Color online� Time dependence of molecular carbon
cluster size in solid methane shocked with a piston velocity up

=11 km /s. The initial temperature and density were 50 K and
0.53 g /cm3, respectively. Curves C2, C3, C4, and C5 correspond
nominally to ethane, propane, isomers of butane, and isomers of
pentane, respectively. The vertical dashed line at t=2.2 ps indicates
the time at which the second piston began to move.
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Molecular dynamics simulations have been used to characterize the dynamics of the shock-induced asymmetric
collapse of nanometer-scale voids in cubane nitrogen and to characterize how this dynamics couples with
local chemistry to increase the shock sensitivity relative to homogeneous initiation. Mesoscopic-scale features
of the void collapse correspond well to experimentally observed features of micrometer-scale bubble collapse,
including a transition from single to double jetting with an increasing transverse void length. An analytic
model is developed for the enhanced shock sensitivity as a function of void size and shape that reproduces
the simulation results. At the atomic level, the simulations show vibrational up-pumping of molecules in the
jet front because of collisions with the downstream wall followed by bi-molecular reactive dynamics from
continued jet impact that triggers the onset of initiation. These results provide important new insights into the
coupling of hydrodynamic void collapse and the enhanced shock sensitivity of energetic materials.

I. Introduction

The sensitivity of solid explosives is enhanced by the presence
of voids which, when shocked, lead to hotspots via void
collapse.1,2 The specific mechanism by which void collapse leads
to local heating depends on several factors, including the initial
size of the void, the strength of the applied shock, and the yield
strength and viscosity of the shocked solid.3 Under conditions
where the shock travels faster than the characteristic time for
void collapse, symmetric collapse occurs, and heating comes
mainly from visco-plastic dynamics. As the collapse time
approaches the time needed for the shock to traverse the void,
void collapse becomes asymmetric, and the collapse dynamics
evolves from a viscous to a hydrodynamic regime. The collapse
in a fully hydrodynamic regime is characterized by the formation
of a jet that emerges from the upstream wall of the void.4,5 This
jetting leads to an enhanced focusing of kinetic energy onto
the downstream side of the collapsing void. In both the
viscous and the hydrodynamic regimes, there is also a con-
tribution from adiabatic heating of gas trapped in the collapsing
void, although the magnitude of this contribution is typically
small. Enhanced shear banding in the vicinity of a collapsing
void may also contribute to hot spot formation and the enhanced
sensitivity observed for energetic materials with increasing
porosity.

Jetting during shock-induced collapse of millimeter-size voids
in gels has been experimentally characterized by Bourne and
Field and co-workers using high-speed photography.1,2,4,5 In
these studies, luminescence was observed from the point at
which a jet initially impacts the cavity side wall, as well as
from two “lobes” that form on either side of the jet after impact.
On the basis of the temperature inferred from the intensity of
the luminescence and the time scale of the collapse, they suggest
that ignition in energetic materials within the hydrodynamic
regime results from the high-speed jet impact on the downstream
wall and not from the high temperatures in the lobes that form
after impact. They also observed the formation of dual jets

during the shock collapse of a void within which the upstream
wall is initially a flat surface.

Jetting also plays a critical role in other important processes.
The Munroe effect in solids, for example, is exploited in the
development of shaped charges,6 and jetting due to bubble
collapse near a solid boundary leads to cavitation erosion.7

Several molecular dynamics simulations have provided
important insights into the interaction of shocks with nanometer-
scale voids in solids that have implications for hotspot formation
and shock sensitivity. Mintmire et al. modeled the collapse of
a cylindrical void with a 2 nmdiameter in a shocked molecular
solid composed of harmonic diatomic molecules bound into a
solid by pair additive Morse potentials.8 They reported a
transition from symmetric to asymmetric void collapse with
increasing speed of the supported shock. For asymmetric
collapse, turbulent ejection of molecules into the void followed
by collisions with the downstream side of the void was reported
which leads to formation of a hotspot. Jetting dynamics,
however, was not noted, and because of the nonreactive nature
of the interatomic potential, chemical reactivity and shock
sensitivity could not be quantified. In subsequent work, White
and co-workers modeled the interaction of a driven planar shock
with an infinite gap (created via periodic boundary conditions)
within a model two-dimensional reactive system.9 For a
gap width of 15 nm, they found that a driven shock would
initiate detonation at a front velocity that was 20% below
that needed to initiate detonation in a defect-free system. For
the detonating system, initiation was not observed at the
point at which molecules that were ejected into the void
impacted the far side of the gap, but rather initiation occurred
as the gap collapsed under the influence of the supported shock.
To explain this result, Holian et al. developed a model that
considers PV work coming from recompression of the ejected
particles.10 This model predicts size-dependent sub-threshold
detonation with chemical reactions initiating in the compressed
region, consistent with the White et al. simulations as well as
with comparable simulations using a nonreactive Lennard-Jones
potential.* Corresponding author.
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Molecular dynamics simulations by Germann et al. used the
same model as White and co-workers to characterize shock
dynamics and initiation in a two-dimensional system containing
circular and elliptical voids.11 They reported hydrodynamic jet
formation and detonation initiation from supported shock fronts
that have speeds below that needed to initiate a defect-free
system. For elliptical voids, structures having the long axis along
the direction of the shock were found to have lower threshold
shock pressures than voids with the same shape but with the
long axis oriented perpendicular to the shock front. For all cases,
initiation was reportedly not a result of the initial jet collision
with the downstream wall, but rather chemical reactivity leading
to initiation occurred in the high temperatures and pressures
during void collapse after the initial jet impact. The lower
threshold for elliptical voids with the long axis along the shock
direction was attributed to the longer transit time for the jet
and therefore the higher PV work available to induce reactivity.

Hatano used molecular dynamics simulations and a nonre-
active Lennard-Jones potential to model collapse of nanometer-
scale rectangular voids in a solid due to a supported shock.12

The voids had dimensions from 4 to 40 unit cells. He reported
an elevated kinetic energy and an increased number of energetic
collisions during collapse. The kinetic energy enhancement was
reportedly due to momentum and energy focusing from the two
void walls that were along the direction of the supported shock,
although no jetting was reported.

Nomura et al. used molecular dynamics simulations and the
ReaxFF many-body reactive potential energy expression to
model the collapse of a spherical void in an RDX crystal.13

Because of the computational demands of the potential energy
expression and the required system sizes, only two piston speeds
were used, 1 km/s and 3 km/s. They observed the formation of
a jet that was accelerated through the void due to focusing from
the void walls. For the higher piston speed, they report the
formation of molecular NO2 fragments at the jet-sidewall
interface as the jet traverses the void. Upon impact of the jet,
different products form, most notably N2, H2O, and HONO,
from mechanisms that included molecular dissociation and
recombination. Hence, these simulations provide clear evidence
that jetting in a nanometer-scale void can have a large influence
on the shock chemistry of energetic materials. However,
simulations of RDX using this force field have yet to demon-
strate a transition from reactive chemistry to a chemically
sustained detonation, and therefore it is difficult to draw further
conclusions regarding the role of voids in determining the
sensitivity of RDX and related systems from these simulations.

For continuum level analyses, the choice of spherical voids
is due to both the ease of computation and the minimum energy
shapes assuming isotropic surface free energies. At the nanom-
eter scale, however, faceting that reflects the relative stabilities
of discrete surfaces can, in principle, produce voids with
relatively abrupt features. The experimental observation of dual
jetting during the collapse of macroscopic voids with a flat
surface together with the work of Hatano at the atomic scale
suggests that such features may play an important role in energy
focusing during hydrodynamic collapse. To further explore this
issue within the context of detonation initiation, we have carried
out an extensive set of molecular dynamics simulations of a
supported shock traveling through a reactive system containing
nanometer-scale rectangular voids of different sizes and aspect
ratios. As described in more detail below, these simulations
display characteristics that mimic those observed at the mac-
roscopic scale, including enhanced sensitivity relative to ho-
mogeneous detonation, asymmetric collapse and jetting, for-

mation of hot regions of material surrounding the jet impact
site, a transition from single to double jetting with increasing
transverse void size, and initiation from the point where the jet
impacts the downstream void wall. By using these results as a
guide, an analytic model is developed that reproduces the
influence of void shape on the detonation sensitivity of the
material. The simulations are also characterized in terms of
reactive chemistry at the atomic scale. The simulations show
vibrational up-pumping of spalled molecules due to collision
with the downstream wall, followed by a bimolecular reaction
with additional spalled molecules that leads to product formation
and detonation initiation.

II. Simulation

The energetic material used in these simulations was a model
nitrogen cubane crystal. A recently developed reactive state
summation (RSS) potential was used to model the nitrogen-
nitrogen interactions.14 This potential is designed to model the
exothermic dissociation of nitrogen cubane molecules into
diatomic nitrogen molecules, and it has been tested in thermal
decomposition and mechanical shock simulations in three-
dimensional systems.14 It has been demonstrated that this model
has a well-defined threshold for homogeneous detonation via
mechanical loading, and steady-state detonation fronts have been
observed to propagate at an intrinsic speed. Both of these
attributes are critical for studying shock sensitivity via molecular
simulation. This energetic material model has also been used
to simulate a plastic bonded explosive.15 The initial configuration
of the system used in the current study was a thin slab geometry
in which nitrogen cubane molecules were packed in a simple
cubic structure in a simulation box of 46× 52 × 0.9 nm3. The
system was periodic in theY and Z directions and shocks
propagated along the positiveX direction. The classical dynam-
ics were calculated using a standard numerical integrator without
temperature or pressure control using a time step of 0.08 fs.
This relatively small time step was essential to ensure integration
stability under the high temperatures associated with detonation
process. For all systems, the initial temperature was 0 K
(although the system is mechanically stable at finite tempera-
tures).

Rectangular voids were created by removing nitrogen cubane
molecules from a perfect crystal (Figure 1). The relevant
characteristics of the void are a longitudinal length (X direction)
and a transverse length (Ydirection). The void dimension in
the Z direction was infinite due to the periodic boundary
condition. The onset of detonation within a simulation is defined
to occur when the total potential energy of the system as it is
being shock-compressed starts to decrease relative to the initial
state because of the formation of reaction products. Previous
studies have demonstrated that these conditions lead to a steady-
state detonation in this model. The reaction products include

Figure 1. Illustration of the initial simulation system.
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oligomeric intermediates, N2, and a very small amount of single
nitrogen atoms. For the discussion below, a reaction product is
defined as an atom with a potential energy less than-3.0 eV
(for reference, N2 has a potential energy of-4.91 eV/atom and
N8 cubane has a potential energy of-2.41 eV/atom with this
potential). A supported shock was generated by keeping the
relative positions of the molecules in a single layer rigid and
incrementing their positions by a constant amount in the shock
direction. To determine relative sensitivities, a series of simula-
tions for each atomic configuration were carried out where each
consecutive simulation uses a higher piston velocity until the
configuration detonates.

Two series of simulations were conducted, one in which the
transverse length of the void was varied while keeping a constant
longitudinal length, and one in which the longitudinal length
was varied while keeping a constant transverse length (see
Figure 1). To evaluate the influence of the placement of the
void in the direction of the supported shock, three types of voids
within the former series were initially evaluated, a void aligned
within 10 nm of the piston, a void aligned within 10 nm of the
end of the simulation cell, and a void in the center of the system.
The detonation thresholds for the centered void and the void
nearest the end of the simulation away from the shock overlap
within the uncertainty of the simulation. For longitudinal lengths
less than about 15 nm, voids aligned near the piston exhibit a
lower detonation threshold than the other systems. For this
alignment, as the ejected energetic molecules hit the downstream
wall, a compressive re-shock wave is reflected back, and
detonation occurs when this re-shock wave reaches the rigid
piston. This type of sub-threshold detonation is a result of the
finite thickness of the upstream-wall and is thus an artifact of
the simulation size. If simulations where the detonation starts
at the piston are excluded, the detonation thresholds become
independent of the placement of the voids in the direction of
the piston motion. Therefore, the remainder of the results are
based on center aligned voids. The influence of the system size
in theZ direction on the threshold piston velocity for detonation
was also explored by doubling the thickness of a system
containing a void 14 nm in the longitudinal direction and 20
nm in the transverse direction. The threshold velocity was only
2% less than that of the smaller system size, which is within
the numerical uncertainty inherent to the simulations of the
piston threshold estimates for each void dimension.

III. Results

The discussion of the simulation results is divided into two
subsections, one in which void collapse and jetting is discussed,
and one in which reactive chemical dynamics is discussed.
Because it is established from other studies (see above) that
jetting can occur across multiple length scales, the void collapse
and jetting observed in these simulations is referred to as
mesoscopic-scale dynamics (although the simulations are strictly
atomistic). The reactive dynamics, in contrast, is characterized
on a molecular level and is therefore referred to as atomic-scale
dynamics. The initiation of the detonation wave depends on the
coupled dynamics of both scales and is therefore discussed in
both of the subsections below.

III.i. Mesoscopic-Scale Dynamics.Plotted as the points (with
error bars) in the top panel of Figure 2 are the threshold piston
velocities obtained from the molecular dynamics simulations
as a function of the transverse length of the void with a constant
longitudinal length of 20 nm. The upper bound of the error bar
denotes the lowest attempted piston velocity for which the
system detonated. The lower bound to the error bar denotes the

highest attempted piston velocity that did not detonate the
system. For reference, the piston velocity needed for homoge-
neous detonation of this system is 1.56 km/s. For voids with a
longitudinal dimension of 1 nm or less, which are 1 to 2
molecules wide, there is no appreciable reduction in the
threshold piston velocity compared with the homogeneous case.
In contrast, starting at about 2 nm, there is an approximately
25% reduction in the threshold piston velocity. The threshold
velocity increases monotonically for transverse lengths between
about 6 and 20 nm, after which the reduction in the threshold
piston velocity becomes independent of the transverse length.
The points in the bottom panel of Figure 2 are the threshold
piston velocities obtained from the molecular simulations as a
function of the longitudinal length of the void with a constant
transverse length of 14 nm. This transverse length corresponds
to the value of the transverse void dimension where the threshold
piston velocity begins to increase monotonically with increasing
transverse length. As the longitudinal length decreases from 20
nm, the threshold piston velocity increases monotonically until
about 8 nm, where there is no longer any appreciable reduction
in the threshold piston velocity compared with a homogeneous
detonation.

Illustrated in Figure 3 are a series of snapshots from simulated
void collapses for transverse and longitudinal void dimensions
of 14 and 20 nm, respectively. The atoms are shaded according
to the local effective temperature, and the times are given
relative to the time at which the leading edge of the supported
shock first reaches the void. The local effective temperature is
calculated from the internal kinetic energy of each cubane
molecule. Consistent with a hydrodynamic regime, the collapse
of the void occurs on the time scale of the passage of the
supported shock. Material is ejected into the void as the
supported shock front reaches the upstream wall of the void.
After a delay, a single jet of material forms that moves through
the void until it collides with the downstream wall. After
collision, two “lobes” containing a hot gas form on either side

Figure 2. Threshold piston velocities as a function of void dimension.
Top panel: data for a constant longitudinal dimension of 20 nm with
a varying transverse dimension. Bottom panel: data for a constant
transverse dimension of 14 nm and a varying longitudinal dimension.
The bottom and top of the error bars denote the highest piston velocity
where detonation did not occur and the lowest piston velocity that
initiated detonation, respectively. The dashed line is the fit of equations
5a,b to the simulation results.
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of the jet impact point. The formation of these lobes is consistent
with the experimental high-speed photography images and
luminescence studies of the hydrodynamic collapse of mil-
limeter-size cylindrical voids in gels by Bourne and Field and
co-workers discussed above.1,2,4,5Hence, the shape and heating
profile in these atomic-scale simulations are qualitatively
consistent with those observed experimentally at the macro-
scopic scale.

The increase in the threshold piston velocity with respect to
the transverse void size apparent from the bottom panel of Figure
2 can be qualitatively understood by further examining the
mesoscopic-scale dynamics of the void collapse. Illustrated in
Figure 4 are snapshots of systems just prior to the impact of
material onto the down stream portion of the void for different
transverse void lengths that correspond to those in the top panel
of Figure 2. In the region with the lowest threshold piston
velocity, there is a single jet that is focused by both walls of
the void. As the transverse length increases with a constant
longitudinal length, the focusing effect of the two walls is
diminished, and the jet is correspondingly more diffuse. With
further increase in the transverse void dimension, the hydro-
dynamic collapse evolves to two jets, each of which is focused
by only one wall. Once these two jets become sufficiently
isolated from one another, the threshold piston velocity for
detonation becomes independent of transverse length. The
production of dual jets from two corners of a collapsing void is
consistent with the macroscopic-scale experiments by Bourne
and Field and co-workers discussed above.

In the final stages of the hydrodynamic void collapse
illustrated in Figure 3, material flows into the two lobes on either

side of the jet both from the region of the jet impact and from
the collapsing walls of the initial void. Hence, the entire void
collapse process can be considered as a primary collapse from
jetting and secondary collapsing of the lobes. Because of the
geometry of the system, material flows into the lobes from the
direction of the jet impact and from the direction of the void
walls; hence, this secondary collapse is more symmetric than
the primary collapse that is accompanied by jetting. In the case
of double jetting, there is also a secondary void collapse into
lobes formed between the jets and the initial void walls, as well
as an additional secondary void collapse in the region between
the two jet impact points. This is visible in the double jetting
snapshot in Figure 4. For the simulation conditions used here,
the material that enters the void formed between the jets comes
from the upstream direction, and hence, the secondary collapse
in the center of the system is asymmetric, although an additional
jetting is not observed.

Plotted in the top panel of Figure 5 is the average velocity
of 10 molecules that define the leading edge of the material
ejected into the void as a function of time for the system
corresponding to the dynamics illustrated in Figure 3. The time
in the plot is relative to the time at which the supported shock
first reaches the upstream void wall. Plotted as the solid line in
the bottom panel of Figure 5 is the position of the same 10
molecules as a function of time during the collapse of the void
for the same system. The ejected material undergoes a rapid
acceleration over approximately 0.5 ps to a constant velocity
of ∼1.2 km/s, which roughly matches the piston velocity of
1.36 km/s. During this time, the material in the void has ejected
en masse in a compressed state reminiscent of the bulk material

Figure 3. Illustration from a simulation of the hydrodynamic collapse of a void of 20 nm in the longitudinal direction and 14 nm in the transverse
direction. The supported shock, which travels from left to right, has a piston velocity just above that needed for initiation. The gray scale corresponds
to the internal kinetic energy of each nitrogen cubane. Gray represents 0 eV/atom, and black represents 0.4 eV/atom. The times are relative to that
at which the supported shock first reaches the void.

Figure 4. Snapshots from simulations as the jet impacts the downstream void wall for different transverse void lengths with the same longitudinal
length (20 nm). The transverse lengths are 6, 14, 22, and 30 nm from left to right.
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in the front of the supported shock. Starting at about 2 ps, the
ejected material decompresses, which results in a further
acceleration to roughly twice the piston velocity at about∼4
ps. This primary acceleration is consistent with the observations
of Holian and co-workers in their simulations of shocked
material containing a void. For times greater than∼4 ps, the
ejected material undergoes an additional acceleration that is
concurrent with the formation of the jet (see Figure 3). This
secondary acceleration, which results from focusing from the
walls, is responsible for the reduced threshold piston velocity
in the bottom panel of Figure 2 for longitudinal voids greater
than∼9 nm. A similar acceleration due to wall focusing was
also noted in recent simulations by Numora et al.13

By using the concepts gleaned from Figures 2-5, an analytic
expression can be derived that reproduces the dependence of
the threshold piston velocity on the longitudinal and transverse
void lengths as indicated in Figure 2. For simplicity, the primary
acceleration is ignored, and it is assumed that the spalled
material prior to jet formation has a velocity of 2Vp whereVp

is the piston speed. This approximation is justified by the
behavior indicated in the bottom panel of Figure 2, which
demonstrates that during the period over which the ejected
material is decompressing the threshold piston velocity is
constant. Apparently, the total energy of the ejected material,
not just the kinetic energy, contributes to detonation initiation.
It is further assumed that, after focusing, the jet front undergoes
an additional accelerateda due to focusing by the void walls,
but this acceleration is delayed because of the time needed for
the decompression wave in the leading edge of the void to
propagate to the side walls. The delay timetd can be estimated
as the transverse lengthW divided by the propagation velocity
of the decompression waveVd

With these assumptions the jet front velocity as a function of
time t (the time origin being the moment the shock reaches the
void) is

and the jet front position xj with respect to the upstream edge
of the void is

Solving equation 3 fort whenxj ) L and substituting in equation
2 gives the jet front velocity when the jet collides with the
downstream wall as

Within this model, the threshold piston velocity for detonation
of a void Vp

det corresponds to the conditions at which the
velocity of the ejected material just before reaching the
downstream wall of the void equals twice the threshold piston
velocity for a perfect crystalVp

crystal. Therefore, the threshold
piston speed for the voids is

Indicated by the dashed lines in Figures 2 are the relations
given by equations 5a,b. The quantityVp

crystal was measured to
be 1.56 km/s, leaving two fitting parameters, the jet acceleration
a due to focusing from the void walls and the speed for the
decompression waveVd. The best fit to the simulation data
corresponds toa ) 0.1 × 1015 m/s2 andVd ) 5.18 km/s. The
velocity of the decompressive wave is close to the range of the
velocity (6.8 to 8.4 km/s) of the shock created by the piston.
The analytic expressions equations 5a,b provide an excellent
fit to the data in the bottom of Figure 2. However, there are
noticeable deviations between the analytic model and the
simulation results for the top panel of Figure 2. Equation 2b in
the above model only considers the acceleration of ejected
material as a whole and does not account for the jet formation
nor for the transition from single jet to double jets. Therefore,
the delay timetd is an overestimate because the true acceleration
is more localized. This leads to an overestimate of the detonation
threshold. This effect is more pronounced for voids with large
transverse lengths.

To characterize the possible contribution of recompression
to initiation sensitivity for this system, simulations were also
carried out for planar voids without sidewalls with gap widths
up to 20 nm. In contrast to the simulation results reported in
ref 9, no reduction in detonation threshold was found, suggesting
that gas recompression without jetting does not make a
significant contribution to enhanced sensitivity for this system.

III.ii. Atomic-Scale Dynamics. Plotted in the bottom panel
of Figure 5 as the dashed line is the number of nitrogen atoms
in products in the system as a function of time during void

Figure 5. Data from the simulation illustrated in Figure 3. Top Panel:
jet front velocity as a function of time. Bottom Panel: jet front position
(solid line) and number of nitrogen atoms in the products in the system
(dashed line) as a function of time. The time in both panels are relative
to that at which the shock front first reaches the upstream void wall.
The jet front position is relative to the upstream edge of the void.
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collapse. No product molecules are formed during the time
period over which the jet forms and accelerates through the void.
After the jet collides with the downstream wall, products begin
to form, with the number of products rising sharply starting at
about 9.5 ps or about 1 ps after the jet first collides with the
down stream void wall. Illustrated in Figure 6 are snapshots
from the simulation corresponding to Figure 5 where only the
local region near the initial jet collision with the downstream
wall is shown. The products are indicated by circles superim-
posed over the snapshots. Reactions leading to product mol-
ecules initially occur in the condensed region where the jet first
impacts the void wall. As the simulation progresses, material
expands into the lobes from both the impact region and from
the walls of the void, leading to the heating observed on the
mesoscopic scale.

Plotted in Figure 7 are the number of product molecules at
different times for the simulation illustrated in Figure 6. The
dark portion of the bars correspond to product species that
originated from cubane molecules that were initially part of the
jet or part of the downstream void wall near the jet impact point.
The lighter portion of the bars correspond to product species
that originated from cubane molecules that were initially part
of the void wall that expanded in the hot lobes. Prior to 9 ps,
all of the product species (a total of 31) originated from the
impact dynamics. As the system evolves in time, products start
to form in the hot lobes, and by about 9.8 ps, the amount of

product originating from the side wall molecules match that
from the impact. For reference, by using the criteria given above,
the onset of detonation occurs at∼9.7 ps. From this data, it is
apparent that the exothermic reactions that transition to detona-
tion originate initially from the impact point. Taken together
with the ability of the model described above to reproduce the
dependence of the threshold piston velocity on void dimensions
using only the velocity of the jet front as it traverses the void,
this observation suggests that the expansion and subsequent
recompression in the lobes is not the primary mechanism that
initiates detonation for this system. This conclusion is consistent
with the conclusions based on macroscopic-scale experimental
studies of void collapse discussed above where initiation arises
from the jet impact and not from the hot regions associated
with the lobes.

The jet front velocity needed for detonation initiation is∼3.12
km/s, which corresponds to a total center-of-mass kinetic energy
of ∼8 eV for each cubane molecule. This kinetic energy is
significantly larger than the thermal barrier of 1 eV for the
formation of N2 from cubane for the potential model used here,14

which implies a relatively inefficient transfer of center-of-mass
kinetic energy directly to the reaction coordinate during colli-
sions with the downstream void wall. Plotted as the dotted line
in Figure 8 is the total center-of-mass kinetic energy for a
molecule at the jet front for the simulation illustrated in Figure
6. Plotted as the solid line in Figure 8 is the total potential energy
relative to that at 0 K of the same molecule, while the horizontal
line indicates the potential barrier of 1 eV for dissociation. The
molecule rapidly loses center-of-mass kinetic energy when it
hits the downstream void wall at about 8.4 ps. The internal
potential energy rises up to about 0.8 eV (which is just below
the reaction barrier) at about 8.45 ps, and again at about 8.65
ps. At 8.8 ps, the internal potential energy rises to 1.64 eV,
decreases to below 1 eV, and then rises again to 2.45 eV at 8.9
ps after which the potential energy decreases because of the
reaction that leads to the formation of N2.

Plotted in the top panel of Figure 9 is a close-up of the data
in Figure 8. To better analyze the dynamics associated with
this plot, the data is divided into six regions that are denoted
by Roman numerals. In region I, which is before the initial
collision with the downstream wall, there is a small oscillation
in the potential energy that arises from a vibrational symmetric
breathing mode of the molecule. In region II, the molecule in
the jet first collides with the downstream wall. The translational
kinetic energy declines sharply with a corresponding increase
in the internal potential energy. In region III, the molecule
continues to vibrate with a greater amplitude. For reference,
the gray line from about 8.5 to 8.65 ps corresponds to a squared

Figure 6. Close-up snapshots of the same system discussed in Figure
3 and Figure 4 near the region where the jet first impacts the void
downstream wall.

Figure 7. Number of product species arising from different spatial
regions of the simulation at different times for the system illustrated
in Figure 6.

Figure 8. Total center-of-mass kinetic energy (dotted line) and the
total potential energy (relative to that at 0 K of an isolated molecule)
for a molecule at the jet front from the simulation illustrated in left-
most simulation of Figure 4. The horizontal shaded line is the potential
energy barrier for thermal reaction (1 eV).
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sine wave with the same frequency as the molecular breathing
mode, and that has an amplitude and phase shift that best
matches the peaks in the molecular potential energy. This
molecular dynamics appears to be an “up-pumping” of the
breathing mode due to the collision with the downstream wall.
There are second and third collisions of the jet molecule in
regions IV and V. The former corresponds to an additional
collision with a molecule that was initially in the void wall,
while the collision in region V is with a molecule that was
further back in the jet that collided with the void wall in the
vicinity of the initial jet impact. The latter collision transfers a
significant amount of kinetic energy into the molecule that was
already vibrationally excited due to the initial jet impact. This
combination of impacts is apparently sufficient to initiate the
production of N2 molecules that signal the start of the chemically
sustained detonation.

Plotted at the bottom of Figure 9 is the change in the number
of bonds associated with the molecule whose energy is tracked
in the upper plot as determined by the bond counting function
used in the potential energy expression.14 The solid line
corresponds to the change in intramolecular bonds, while the
dashed line corresponds to changes in the intermolecular bonds.
The images at the bottom of Figure 9 illustrate the dynamics of
the molecules of interest at the times indicated by the arrows.
In these illustrations, the molecule to the right is the molecule
that was initially at the front of the jet, while the molecule at
the left of each panel is the molecule that is responsible for the
collision in region V in the upper plot. The collisions in regions
II and IV in the upper plot do not result in significant changes
in the bonding topology. In contrast, the collision with the
second molecule in the jet in region V results in the formation
of first one and then two intermolecular bonds and the
corresponding breaking of one and then two intramolecular

bonds. The concerted dynamics leads to the formation of the
N2 products, which release energy with further reaction transi-
tions to the detonation. From this analysis, which is representa-
tive of the reactive chemistry in this simulation, the reactive
dynamics appear to involve vibrational up-pumping from the
initial jet collision followed by a bi-molecular reaction.

The details of reactions such as these will obviously depend
very sensitively on the molecular species and the features of
the potential energy surface,13 and therefore, appropriate caution
is warranted with respect to drawing general conclusions
regarding reaction mechanisms. Nonetheless, this analysis,
together with the mesoscopic-scale analysis in the prior section,
illustrates the inherent complex interplay between reactive
chemistry, hydrodynamic void collapse and jetting, and the
initiation dynamics of an energetic crystal.

IV. Conclusions

Molecular dynamics simulations have been used to character-
ize the dynamics of shock-induced collapse of nanometer-scale
voids in cubane nitrogen with different aspect ratios and to
characterize how this dynamics couples with local chemistry
that transitions to a chemically sustained shock front. Mesos-
copic-scale features of the void collapse correspond well to
experimentally observed features of micrometer-scale bubble
collapse characterized by high-speed photography. These fea-
tures include asymmetric collapse and jetting with a transition
from single to dual jets with increasing transverse dimensions
of the void and the formation of hot lobes of material on either
side of initial jet impact. The simulations demonstrate initiation
from the initial impact rather than from the hot lobes, also in
agreement with conclusions made on the basis of prior
macroscopic-scale studies. An analytic model is developed for
the reduction in the initiation piston threshold as a function of
void size and shape that reproduces the simulation results. At
the atomic level, the simulations show up-pumping of molecules
in the jet front because of collisions with the downstream wall,
followed by bi-molecular reactive dynamics from continued jet
impact that triggers the onset of detonation. While the system
studied here is relatively simple compared with energetic
materials of practical interest, these results provide important
new insights into the coupling of asymmetric void collapse
dynamics and the enhanced sensitivity of energetic materials.
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Shock-induced shear bands in an energetic molecular crystal: Application of shock-front
absorbing boundary conditions to molecular dynamics simulations
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The response of the energetic molecular crystal cyclotrimethylene trinitramine �RDX� to the propagation of
planar shock waves normal to �100� has been studied using large-scale molecular dynamics simulations that
employ an accurate and transferable nonreactive potential. The propagation of the shock waves was simulated
using nonequilibrium molecular dynamics. Shear bands were nucleated during shocks with a particle velocity
of 1.0 km s−1 and corresponding Rankine-Hugoniot shock pressure of 9.7 GPa. These defects propagate into
the compressed material at 45° to �100� in the �010� zone. The shear bands evolve slowly compared to the time
scales routinely accessible to nonequilibrium molecular dynamics toward a liquidlike state as a result of
viscous heating. A recently developed shock-front absorbing boundary condition �A. V. Bolesta et al., Phys.
Rev. B 76, 224108 �2007�� was applied to the simulation cells at the moment of maximum compression to
sustain the shock-compressed state. Molecular dynamics simulations were then employed to study the temporal
and structural evolution of the shock-induced shear bands toward a steady-fluctuating state. Owing to the
intense, viscous flow-driven heating within the shear bands, these defects can be considered to be homoge-
neously nucleated hot spots.
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I. INTRODUCTION

Defects in solid and crystalline energetic materials are
known to exert a significant influence on impact and initia-
tion sensitivity.1 Mesoscopic and macroscopic defects lead to
the spatial localization of the translational energy from a
shock through, for example, the formation of jets during the
collapse of voids2,3 or interfacial friction at cracks or particle
boundaries.4,5 Events of this kind result in hot spots where
temperature and/or stress may exceed significantly values in
the bulk and hence promote molecular decomposition. The
formation of hot spots through these mechanisms is well
understood, at least on a qualitative level,6 and apply in gen-
eral to all solid energetic materials.

The impact sensitivity of defect-free single crystals of the
energetic molecular crystal pentaerythritol tetranitrate
�PETN� was found to depend strongly on the crystallo-
graphic orientation of the shock propagation direction.7–9 In
this case, dislocation-mediated plastic deformation was pro-
posed as an explanation for the observed orientation depen-
dencies. Slip systems were identified in single crystals using
x-ray topography and by the analysis of slip traces after sur-
face indentation.10 Those orientations of the shock propaga-
tion direction for which there was no resolved shear stress on
any slip system were found to have a high Hugoniot elastic
limit and high impact sensitivity. Similarly, those orienta-
tions for which a shear stress was resolved on all of the slip
systems identified experimentally were found to have low
Hugoniot elastic limit and low impact sensitivity. Hence, in
the absence of mesoscopic and macroscopic defects, ex-
tended crystal defects at the atomic or molecular scale were
found to play a role in determining impact sensitivity. This
work led to the formulation of the steric-hindrance

model,7,8,11 wherein an absence of dislocation-mediated plas-
ticity for a given crystallographic orientation of the shock
propagation direction promotes initiation since shear stresses
cannot be relaxed easily and molecules deform severely, in-
ducing bond-breaking events.

We have studied the response of single crystals of the
widely used energetic molecular crystal cyclotrimethylene
trinitramine, C3H6N6O6 �RDX�, to the propagation of shock
waves normal to �100� by means of large-scale molecular
dynamics �MD� simulations, with particular focus on the
shock-induced nucleation of extended defects. Under ambi-
ent pressure and temperature, RDX adopts an orthorhombic
unit cell in space group Pbca that contains eight molecules
��-polymorph�.12 An RDX molecule is depicted in Fig. 1�a�
and a projection of the �-RDX unit cell along �001� in Fig.
1�b�. Three slip systems were identified in RDX single crys-
tals by the analysis of slip traces after surface indentation:

�010��001�, �021��100�, and �021̄��100�.10 Hence, the �100�
shock propagation direction is special since there is no re-
solved shear stress on any of the slip systems identified un-

FIG. 1. �Color online� �a� An RDX molecule and �b� projection
of the �-RDX unit cell along �001�.
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der quasistatic loading.13 Thus, on the basis of the steric-
hindrance model, we expect this orientation to be of high
impact sensitivity. However, earlier work on �111�-oriented
RDX single crystals revealed an abrupt change in the mecha-
nism of plastic deformation above a certain shock pressure
that could not have been anticipated based on either crystal-
lographic arguments or the results of quasistatic loading
experiments.13,14 This work led us to the conclusion that ex-
trapolating the mechanisms for plastic deformation identified
in energetic molecular crystals under quasistatic loading over
many orders of magnitude in strain rate can be rather unre-
liable, particularly for complicated, low-symmetry crystal
structures. In fact, PETN can be considered as a special case
in this regard since it adopts a relatively high-symmetry te-
tragonal unit cell comprising only two molecules.

Nonequilibrium molecular dynamics �NEMD�
simulations15–20 of the propagation of planar shock waves
normal to �100� were performed for particle velocities Up
=0.63 and 1.0 km s−1, corresponding to shock pressures,
PRH, calculated using the Rankine-Hugoniot jump
conditions21 of 5.7 and 9.7 GPa, respectively. At PRH
=5.7 GPa, we found no evidence for the nucleation of crys-
tal defects. However, at PRH=9.7 GPa, liquidlike shear
bands �SBs� were nucleated which propagate at 45° to the
compression axis. The remainder of this paper is devoted to
the characterization of these defects.

A popular method for generating planar shock waves in
NEMD simulations is to either drive a rigid piston at a speci-
fied particle velocity onto a stationary simulation cell or im-
pact a simulation cell onto a fixed, rigid piston at a specified
particle velocity. In this paper we have employed the latter
approach. Both of these methods limit the time interval over
which material remains on the Hugoniot locus since once the
shock wave reaches the free surface of the simulation cell, a
rarefaction wave propagates rapidly back into the shock-
compressed material. Hence, material near the free surface is
on the Hugoniot locus for a very limited time. Simulations of
this type typically employ simulation cells that are relatively
long parallel to the shock propagation direction in order to
maximize the time interval over which material in the vicin-
ity of the piston is sustained in the shocked state. This ap-
proach is often not practical computationally, particularly in
the simulation of slow processes such as plasticity or chem-
istry. In the present work, this limitation of NEMD simula-
tion techniques is particularly pronounced since the internal
structure of the shock-induced shear bands evolves relatively
slowly, compared to typical NEMD time scales, by a viscous
heating mechanism.

We have employed, with modifications, a simple and ro-
bust method for extending time scales in molecular dynamics
simulations of shock loading that was first developed by
Bolesta et al.22 The shock-front absorbing boundary condi-
tion �SFABC� �Ref. 23� enables a seamless transition from a
NEMD simulation of the propagation of a shock front to the
simulation of shock-induced defects during their evolution
toward a steady-fluctuating state. SFABCs capture the simu-
lation cell at the point of maximum compression in a NEMD
simulation and prevent the emission of rarefaction waves
from the free surface. Furthermore, the SFABC approach ob-
viates the requirement for simulation cells that are “long’’

parallel to the direction of shock propagation, does not intro-
duce any incoherent interfaces into the system, and leaves
unaffected the microcanonical equations of motion. The
SFABC method and its application to a crystalline solid are
described in detail in Sec. III.

Other methods for the absorption of waves incident at
boundaries in MD simulations have been developed in recent
years. For example, Namilae et al.24 implemented a differen-
tial equation-based absorbing boundary condition �ABC� to
match the impedance of a semi-infinite continuum space to
that of an atomistic region. However, ABCs of this type are
based on the linear wave equation and for this reason are not
suited to the absorption of shock waves.

II. NONEQUILIBRIUM MOLECULAR DYNAMICS
SIMULATIONS

The nonreactive, fully flexible molecular potential for nit-
ramines developed by Smith and co-workers25,26 was em-
ployed in all of the MD simulations. The Smith-Bharadwaj
potential25 describes bond stretches, bond angles, and out-of-
plane bends using harmonic springs. Torsions are represented
by anharmonic terms that display extrema at the torsion
angles that correspond to stationary points on the conforma-
tional energy surface. The intramolecular terms were param-
etrized to quantum chemistry calculations of the structure,
vibrational frequencies, and barriers to conformational
change in a model compound, 1,3-dimethyl-1,3-dinitro me-
thyldiamine. Intermolecular interactions are represented by a
sum of Buckingham potentials parametrized to standard lit-
erature values. Electrostatic interactions are included explic-
itly and employ partial charges that were increased for all
species by 25% compared to quantum chemistry-calculated
values to account for the effects of polarization in condensed
phases. The Smith-Bharadwaj potential,25 while not param-
etrized to reproduce any particular property of condensed
phase nitramines, was shown to provide excellent descrip-
tions of crystalline cyclotetramethylene tetranitramine
�HMX� �Refs. 26 and 27� and RDX. In the case of RDX the
Smith-Bharadwaj potential25 not only predicts the ortho-
rhombic Pbca space group to be the crystal structure with
the lowest free energy at zero pressure and 300 K but it also
provides remarkably accurate predictions for its lattice
parameters,12 single-crystal elastic constants,28 coefficient of
thermal expansion,29 and isothermal compression curve up to
the �-to-� phase transformation.30 Furthermore, it predicts
the P versus Up Hugoniot of RDX crystals shock loaded
normal to �111� to within 0.5 GPa of experiment.31

The lattice parameters of �-RDX calculated using the
Smith-Bharadwaj potential25 at 300 K and zero pressure are
a=13.400 Å, b=11.517 Å, and c=10.623 Å, each of
which is within 1.7% of experiment.12 These calculated lat-
tice parameters were used for all the simulations reported
here. NEMD simulations of the propagation of planar shock
waves normal to �100� employed an oblong simulation cell
measuring 120a�20b�20c, containing 8.064�106 atoms.
A shorter simulation cell measuring 60a�20b�20c was
also used to study the effect of SFABCs on the structure of
shock-induced defects. These cells are hereafter referred to

CAWKWELL et al. PHYSICAL REVIEW B 78, 014107 �2008�

014107-2



as the long and short cells, respectively. Finally, we also
created a quasi-two-dimensional �quasi-2D� simulation cell
to assess and mitigate any finite-size effects on the defect
structures generated during the simulations. The quasi-2D
cell measured 149a�3b�141c and contained 10.6�106 at-
oms. An additional 200 Å thick vacuum region was included
in the simulation cells along �100� to minimize electrostatic
interactions between free surfaces upon the application of
three-dimensional periodic boundary conditions. The simula-
tion cells were thermalized until intermolecular and intramo-
lecular temperatures equilibrated to 300 K prior to shock
loading. The propagation of supported planar shock waves
was simulated in the microcanonical ensemble by impacting
the cells onto a fixed piston of thickness 3a consisting of
rigid RDX molecules in the same crystallographic orienta-
tion as the simulation cell by adding to all atoms a particle
velocity Up parallel to �100�. This generates a shock wave
propagating at velocity Uw=Us−Up relative to the stationary
piston, where Us is the shock wave velocity; this is illus-
trated schematically in Fig. 2�a�. All simulations were per-
formed using the LAMMPS code.32 Long-range electrostatic
interactions were calculated using the PPPM method33 and all
C-H bonds were constrained to equilibrium length using the
SHAKE algorithm. One NEMD simulation was performed at
Up=0.63 km s−1 using the long cell and three at Up
=1.0 km s−1 using the long, short, and quasi-2D cells. A 0.4
fs time step for the integration of the equations of motion
was employed in each case.

III. SHOCK-FRONT ABSORBING BOUNDARY
CONDITIONS

The SFABC method facilitates a seamless transition from
a NEMD simulation of the propagation of a shock wave
through a medium to a MD simulation of the evolution of
any defects created by the shock wave. SFABCs were origi-
nally implemented and applied to MD studies of shock
waves in reactive methane.22 In the present work on crystal-
line RDX, we used a modest simplification of the original
method for absorbing the shock front which we expect to be
more robust in its implementation. The SFABC method is
illustrated schematically in Fig. 2.

The starting point for the application of SFABCs is a
NEMD simulation of shock loading as described in Sec. II.
The shock wave is allowed to propagate until the simulation
cell reaches the point of maximum compression. The point of
maximum compression can be identified to a high level of
accuracy by monitoring as a function of time the x coordi-
nate of the center of mass of the “last” molecule in the simu-
lation cell. The last molecule, the one with the largest x co-
ordinate, can be identified easily by postprocessing analysis
of the NEMD simulation. The simulation cells were captured
at maximum compression to within a tolerance of 1 Å in the
three NEMD simulations described in Sec. II. Plots of the x
coordinate of the last molecule as a function of the time step
are presented in Fig. 3.

Once the point of maximum compression was identified
in the NEMD simulations, the force and velocity vectors of
all atoms within the last 30 Å of the cell were set equal to
zero. In this manner, those molecules at the end of the simu-
lation cell are treated as a second piston that, together with
the first stationary rigid piston, serve to constrain the shock-
compressed material at constant volume. In principle, it
would also be possible to capture the simulation cell at maxi-
mum compression by removing from the system the vacuum
region and applying periodic boundary conditions along the
shock propagation direction. However, the approach adopted
here ensures that the interface between the simulation cell
and second piston is structurally coherent, unlike the inter-
face that would be created upon the application of periodic
boundary conditions. Furthermore, since the second piston
can be made arbitrarily thick, the SFABC method is not af-
fected adversely by the finite width of the shock front.

In the original implementation of the SFABC method,22

the point of maximum compression was determined by
monitoring as a function of time the specific energy content
of layers of molecules perpendicular to the direction of shock
propagation. The profile of specific energy versus position
was fit to a straight line which was extrapolated to predict the
time at which the second piston, which is this case was rigid
and at rest, was assigned velocity Up.

FIG. 2. �a� Schematic illustration of a NEMD shock loading
simulation. The vertical broken line represents the position of the
shock front which is traveling from left to right. �b� Simulation cell
at maximum compression. �c� Application of the second piston in
the shock-front absorbing boundary condition �SFABC� method.
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FIG. 3. Plots of the x coordinate of the last molecule as a func-
tion of the time step from the NEMD simulations of �a� the long
cell, Up=0.63 km s−1, �b� long cell, Up=1.0 km s−1, and �c� short
cell, Up=1.0 km s−1.
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IV. RESULTS

A. Shock-induced defects

1. NEMD simulations

The NEMD simulation of the propagation of a planar
shock wave along �100� in the long cell at Up
=0.63 km s−1 �PRH=5.7 GPa� did not result in the nucle-
ation of crystal defects. As noted in Sec. I, at this orientation
of the shock propagation direction, none of the dislocation
slip systems identified under quasistatic loading conditions10

are subject to a resolved shear stress.
Shock loading at Up=1.0 km s−1 �PRH=9.7 GPa� led to

the formation of shear bands during NEMD simulations em-
ploying both the long and short cells. Projections of the mo-
lecular centers of mass along �010� of the long and short
cells at maximum compression are presented in Figs. 4�a�
and 4�c�, respectively.35 In both cases, the shock wave propa-
gated from left to right and it is apparent that the shear bands
are structurally more developed in the vicinity of the piston
since their growth rate is relatively slow compared to the
time scale of the simulations. The shear bands propagate at
approximately 45° to �100� and the plane of the bands lies in
the �010� zone. There appears to be no preference as to
whether the shear bands propagate at positive or negative
45° to �100�; the bands are not aligned with any crystallo-
graphic orientation of the underlying structure and are driven
only by shear stresses which are a maximum at these orien-
tations. However, there is a distinct preference for the plane
of the bands to lie in the �010� zone. The shear bands are not
appreciably higher in density than the surrounding crystalline
regions �CRs�; the latter appear to be of low density since in
this projection columns of molecules are viewed “end on,”
while the former comprise amorphous material.

2. SFABC simulations

The SFABC was applied to the simulation cells as de-
scribed in Sec. III. The long cell shock loaded at Up

=0.63 km s−1 was simulated in the microcanonical ensemble
for 42 ps after the application of SFABCs. The long and
short cells shock loaded at Up=1.0 km s−1 were simulated in
the microcanonical ensemble under SFABCs for 121 and 110
ps, respectively. Snapshots of the long and short cells shock
loaded at Up=1.0 km s−1 taken at the conclusion of the
SFABC simulations are presented in Figs. 4�b� and 4�d�, re-
spectively. The SFABCs enable simulation times sufficient
for the shear bands to propagate throughout the entire sys-
tem, and, more importantly, for their internal structure to
evolve to a steady-fluctuating state. Detailed analyses of the
internal structure of the shear bands are provided in Sec.
IV B.

Upon the application of SFABCs, shear bands propagate
into the shock-compressed material from the second piston
in the opposite orientation to those formed at the first piston.
From the moment that the second piston is applied and both
ends of the cell are fixed, the total plastic strain mediated by
the shear bands in the directions normal to �100� must equal
to zero. Hence, growth of the shear bands nucleated in the
NEMD simulation is compensated by shear in the opposite
sense provided by shear bands growing from the opposite
end of the cell. While this may at first seem to be an unphysi-
cal artifact associated with SFABCs, it is, in fact, physically
correct. We previously observed an abrupt change in the ori-
entation of shear bands in NEMD simulations of systems
with very high aspect ratio �15:1 rather than 8:1� owing to
the constraints on lateral motion imposed by the unshocked
material ahead of the shock front.36 Hence, in this respect,
SFABCs mimic a NEMD simulation using a cell of very high
aspect ratio.

Simulations using the long and short cells at PRH
=9.7 GPa �Up=1 km s−1� exhibit pronounced finite-size ef-
fects whereby one shear band propagates a significant dis-
tance through the simulation cell owing to application of
periodic boundary conditions. While such finite-size effects
are generally undesirable, they in no way affect our conclu-
sions. In Fig. 5 we present a snapshot of the quasi-2D cell
after shock loading to 9.7 GPa using NEMD and 56.8 ps of
MD simulation after the application of the SFABC. The ori-
entation and dimensions of the quasi-2D cell were selected
both to lead to the formation of shear bands �the shortest axis
of the cell is parallel to �010�� and to minimize the role of
finite-size effects on their subsequent growth. It is clear from
Fig. 5 that many shear bands have nucleated randomly both
at the pistons and in the bulk. Furthermore, the shear bands
have grown at �45° to �100� in roughly equal amounts.
Since only a small fraction of the shear bands cross the �001�
periodic boundaries, we propose that the simulated spatial
distribution of defects corresponds closely to that which
would be observed in a mesoscopic specimen.

B. Structural and thermodynamic analysis

The simulations at Up=0.63 and 1.0 km s−1 were exam-
ined to quantify shock-induced changes in molecular confor-
mation, the internal structure of the shear bands, and the
temperature rise caused by viscous heating during their
nucleation and growth. We studied these quantities both for

FIG. 4. Projections along �010� of the molecular centers of mass
after shock loading at Up=1.0 km s−1. �a� Long cell at maximum
compression �Ref. 34�, �b� long cell after 121 ps MD simulation
under SFABCs �Ref. 34�, �c� short cell at maximum compression,
and �d� short cell after 110 ps MD simulation under SFABCs. The
crystalline regions �CRs� and shear bands �SBs� used for subse-
quent analysis are indicated in �b� and �d�.
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crystalline regions and shear bands adjacent to these regions
in our simulations at Up=1.0 km s−1. The sampled CRs and
SBs are indicated in Figs. 4�b� and 4�d�.

1. Radial distribution functions

Radial distribution functions �RDFs� for molecular cen-
ters of mass were calculated to determine whether the shear
bands comprise a liquidlike structure that is consistent with
melting and/or amorphization. The RDF is defined as g�R�
=n�R� /4��R2�R, where n�R� is the number of particles in a
spherical shell of radius R and thickness �R and � the par-
ticle number density. We used �R=0.2 Å in all calculations
and � was determined uniquely for each system. All RDFs
were averaged over at least 7900 molecules.

We plot the RDFs for an unshocked RDX crystal at 300 K
and a crystalline region at the point of maximum compres-
sion from a NEMD simulation at Up=1.0 km s−1 in Figs.
6�a� and 6�b�, respectively. Comparing Figs. 6�a� and 6�b�,
we find only a small change in the RDFs at first nearest
neighbors but notable changes at second-nearest neighbors
and beyond. The most relevant feature is the decreased gap
between first- and second-nearest neighbors. This is expected
due to the large uniaxial compression imparted by shock
loading. The RDF of the shock-compressed system becomes
relatively smooth at R	16 Å which suggests some loss in
long-range order, although the system is still clearly crystal-
line.

The RDFs calculated for a crystalline region and an adja-
cent shear band after a 121 ps MD simulation under SFABCs
are presented in Figs. 7�a� and 7�b�, respectively. The RDF
for the crystalline region shows a recovery of the gap be-
tween the first- and second-nearest-neighbor shells that was

reduced during the NEMD phase of the simulation �Fig.
6�b��. This suggests that SFABCs facilitate the evolution of
the system from a metastable configuration after shock load-
ing to geometries more similar to those in the unshocked
crystal. The RDF for the shear band corresponds unambigu-
ously to that of a liquidlike state and shows that the shear
bands are regions of localized, shear stress-driven amor-
phization.

2. Heating via viscous flow

The intermolecular and intramolecular temperatures of a
crystalline region and adjacent shear band were calculated as
a function of time during equilibrium MD simulations em-
ploying SFABCs. Plots of the temperatures calculated in the
long and short cells are shown in Figs. 8 and 9, respectively.
In both the long and short cells, the onset of shear band
formation can be discerned clearly by the rapid increase in
the intermolecular and intramolecular temperatures that is

FIG. 5. A projection of the molecular centers of mass of the
quasi-2D simulation cell following shock loading to 9.7 GPa using
NEMD and a 56.8 ps MD simulation after the application of the
SFABC �Ref. 34�. At maximum compression, the cell measures
1638.5�34.55�1497.9 Å3 parallel to �100�, �010�, and �001�,
respectively.
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FIG. 6. Center-of-mass radial distribution functions. �a� Un-
shocked �-RDX crystal at 300 K and �b� crystalline region from the
long simulation cell at maximum compression after shock loading
at Up=1.0 km s−1.
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FIG. 7. Center-of-mass radial distribution functions after 121 ps
MD simulation under SFABCs. �a� Crystalline region and �b� shear
band.
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driven by viscous flow.34 In both simulations, the intramo-
lecular temperature within the shear band increases from
around 390 to a maximum of 460 K. The passage of the
shock wave is responsible for the 90 K increase in intramo-
lecular temperature compared to that in the unshocked RDX
crystal. The heating rate within the shear band is about 3.5
�1012 K s−1 during the initial stage of growth in the long
cell and about 5.8�1012 K s−1 in the short cell.

The intense direct heating of material in the shear bands
during viscous flow drives the indirect heating of the sur-
rounding crystalline regions. After the initial growth of the
shear bands, the intermolecular and intramolecular tempera-
tures equilibrate throughout the crystal. Both simulations
suggest that temperatures of the shear bands and bulk will
equilibrate to about 430 K. Here we are using a nonreactive
potential, but in reality the intense heating and viscous flow
associated with the formation of shear bands would cause
some RDX molecules to decompose via a strongly exother-

mic path. Assuming that this chemistry progresses to the
exothermic steps in the decomposition mechanism, the heat-
ing would be enhanced by the processes. Nevertheless, the
release of stored elastic strain energy that the formation of
shear bands facilitates increases the temperature of the entire
crystal by 40–50 K over that due to the passage of the shock
wave alone.

It is important to note that the levels of shock heating we
calculate from our classical MD simulations underestimate
those that would take place in a real organic molecular crys-
tal. Within classical MD, each degree of vibrational freedom
is associated with a thermal energy kBT /2. However, the De-
bye temperatures of the intramolecular vibrational modes in
RDX are known to be significantly higher than room tem-
perature �see, for example, Ref. 37�. Thus, the true heat ca-
pacity of RDX under ambient conditions is significantly less
than the classical limit.

The shock compression determined from our NEMD
simulations of shock loading to PRH=9.7 GPa is V /V0
=0.82. This can be considered a weak shock since PRH is less
than the bulk modulus of the material. Using experimental
and experimentally derived values for material properties,
we can estimate the shock heating that takes place in real
RDX under the same loading conditions by summing contri-
butions from the heating upon isentropic compression from
specific volume V0 to V, �TS, and from the additional heat-
ing that arises from the passage of the shock front, �TH,
i.e.,37

�T = �TS + �TH, �1�

where

�TS = T0�exp�− �
V0

V 


V
dV� − 1	 �2�

and

�TH = �
eS�V�

eH de

cv
. �3�

Here, 
 is the Grüneisen coefficient, T0 the initial tempera-
ture, cv the heat capacity at constant volume, eS�V� the spe-
cific energy on the initial isentrope, and eH the specific en-
ergy on the Hugoniot. We calculated cv=1077.0 J kg−1 K−1

and 
=1.103 using published room-temperature values for
the heat capacity at constant pressure, cp,30 the coefficient of
volumetric thermal expansion,38 isentropic bulk modulus,
KS,28 and ideal equilibrium density, �0.12 These values yield
�TS=74 K. The pressure on the isentrope expanded to lead-
ing order about the equilibrium specific volume, V0, is

PS�V� = KS��1 −
V

V0
� + G� V

V0
− 1�2	 , �4�

where G is the fundamental derivative.39 The energy on the
initial isentrope can be expressed analytically as
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FIG. 8. Intermolecular and intramolecular temperatures of a
crystalline region and adjacent shear band during an MD simulation
employing SFABCs and the long cell. Zero time corresponds to the
start of the SFABC simulation.
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crystalline region and adjacent shear band during an MD simulation
employing SFABCs and the short cell. Zero time corresponds to the
start of the SFABC simulation.
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eS�V� = − �
V0

V

PS�V�dV , �5�

=
KS

�0

�1 + G��1 −

V

V0
� − �G +

1

2
��1 − � V

V0
�2	

+
G
3
�1 − � V

V0
�3	� . �6�

An experimental value for fundamental derivative was ob-
tained from the gradient of the Hugoniot in the Us−Up plane
determined from isentropic compression experiments on
RDX �100�, namely, G=5.6.39,40 The energy on the Hugoniot
is given simply by the Hugoniot equation,21,39

eH =
PRH

2�0
�1 −

V

V0
� . �7�

Combining the values of PRH and V /V0 from our NEMD
simulations and the calculated values of eS�V�, eH, and cv
with Eq. �3�, we estimate the additional heating arising only
from the passage of the shock front, �TH=289 K. Hence,
the total temperature increase in real RDX during shock
loading is about �T=363 K. Thus, our classical MD simu-
lations underestimate the true shock heating by factor of
about 4, although this should be considered to be an upper
limit owing to the temperature dependence of the experimen-
tal heat capacities and 
.

3. Rotational order

A rotational order parameter, P2, was used to determine
the onset of shear band formation and characterize their in-
ternal structure. P2 characterizes the relative orientation be-
tween a given vector within each molecule, in this case the
vector connecting carbon and nitrogen atoms on opposite
sides of the six-membered ring, at time t=0 and that same
vector at subsequent time. P2 is defined as

P2�t� =
1

N
�
i=1

N
1

2
�3�n̂i�0� · n̂i�t��2 − 1� , �8�

where N is the number of molecules and n̂i�t� the unit vector
between specified atoms in molecule i at time t and P2 equals
unity in a system with perfect rotational order and 1 /4 when
there is no rotational order.

Plots of P2 for a crystalline region and an adjacent shear
band in the long and short cells shock loaded at Up
=1.0 km s−1 are shown in Figs. 10�a� and 10�b�, respec-
tively. The rotational order parameters calculated during the
NEMD and SFABC simulations have been merged so that
they are plotted as a function of the total simulation time. All
plots are continuous in value and gradient across the vertical
lines which denote the time at which the SFABC was ap-
plied, providing convincing evidence that applying SFABCs,
in this case, does not introduce unphysical artifacts in the
simulations.

Owing to thermal motion, P20.96 in the perfect crystal
at 300 K. We do not observe a significant change in the value
of P2 after the passage of a shock wave although Fig. 7

shows notable differences in the RDFs of the shocked and
unshocked systems. Hence, shock loading changes signifi-
cantly the crystal structure on a center-of-mass level but in-
dividual molecules largely retain their original orientation.

The rotational order parameter reveals clearly the onset of
shear band formation and its subsequent structural evolution.
In both the long and short cells, P2 decreases rapidly from
about 0.96 to about 0.35 during the initial stage of growth
where the rate of viscous heating is high and amorphization
progresses rapidly. The initial stage of growth takes about
20–30 ps. The shear bands subsequently evolve relatively
slowly to a state of rotational disorder over a time period of
about 100 ps. This secondary stage of growth is associated
with the equilibration of the thermal gradients generated dur-
ing the initial growth stage, as described in Sec. IV B 2. The
rotational order parameter for the crystalline regions de-
creases slowly during shear band formation from about 0.96
to about 0.88. We attribute this decrease to both the 40–50 K
rise in temperature in the crystalline regions that results from
the intense heating in the shear bands and the misorientation
of the crystalline regions with respect to their original axes
due to the shear strains mediated by viscous flow �see Fig.
4�.

We computed the autocorrelation function, averaged over
all time origins, of the rotational order parameter for eight
representative molecules randomly dispersed within a shear
band. By fitting the initial decay of the autocorrelation func-
tion to C�t�=A exp�−t /��, where A is a constant, we estimate
that the molecules within the shear bands lose memory of
their initial orientation and amorphize within a characteristic
time interval of ��=9.7 ps.

4. Molecular conformation

At ambient temperature and pressure, the point group of
molecules in the �-RDX crystal structure is Cs. The six-
membered ring is in a chair conformation with two nitramine
group N-N bonds oriented axially �A� to the ring and one
equatorially �E�; this molecular conformation is commonly
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FIG. 10. Rotational order parameter in a crystalline region and
shear band after shock loading at Up=1.0 km s−1. The vertical line
denotes the time at which SFABCs were applied. �a� Long cell and
�b� short cell.
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denoted as AAE. Shock compression or melting/
amorphization may change the ring conformation and/or the
orientations of the three nitro groups with respect to the ring.
To characterize the geometry of the molecular ring we cal-
culated ring-puckering coordinates using the formalism of
Cremer and Pople.41 The orientation of the three nitro groups
with respect to the ring was determined by calculating the
angles between the three N-N bonds and the vector normal to
the ring.

In Fig. 11 we plot the fraction of molecules in a given ring
conformation as a function of the total NEMD plus SFABC
simulation time during shock loading at Up=0.63 km s−1

�PRH=5.7 GPa�. Before the arrival of the shock wave in the
examined region of the simulation cell, 96% of the molecular
rings are in the chair conformation and 2% are in each of the
half-boat and half-chair conformations. The passage of the
shock wave through the sampled volume induces a change in
the relative populations of the three conformations, namely,
the fraction of molecular rings identified as being in the chair
conformation falls to 85%, while those in the half-boat and
half-chair conformations increase to 8% and 7% of the total,
respectively. The fraction of molecular rings in the boat and
twist-boat conformations is negligible both before and after
the passage of the shock front. Furthermore, we did not de-
tect nitro-group conformations other than AAE. Since no de-
formation mechanisms are active to relieve the uniaxial
shock compression at this Up, the relative populations of
molecules in these three ring conformations remain constant.

The same analysis was performed for a crystalline region
and adjacent shear band in the long and short cells shock
loaded at Up=1.0 km s−1. The fractions of molecules in a
given ring conformation as a function of total simulation
time in crystalline regions in the long and short cells are
plotted in Figs. 12�a� and 12�b�, respectively. Behavior simi-
lar to that observed under shock loading at Up
=0.63 km s−1 was found but with some important differ-
ences. First, the passage of the shock front through the
sampled regions mediates a greater shift in the relative popu-
lations of the ring conformations. In both the long and short
simulation cells, immediately after the passage of the shock

front, only 60% of the molecular rings are identified as chair
conformers. The fractions of half-boat and half-chair confor-
mations do not increase in equal amounts; initially 25% of
molecules adopt the half-chair conformation and 15% the
half-boat conformation. As before, in the crystalline regions
we observe negligible fractions of the boat or twist-boat con-
formations or nitro groups in orientations other than AAE.
However, since in these simulations at Up=1.0 km s−1 shear
bands form that relax the large shock-induced shear stresses,
the crystalline regions are able to relax to a state in which the
average molecular conformation is more similar to that in a
perfect �-RDX crystal. Hence, as shear bands grow through-
out the system, the fraction of molecular rings identified as
being in the chair conformation in the crystalline regions
increases to around 90% over 100 ps, while the fraction of
molecular rings in the half-boat and half-chair conformations
decay accordingly. Thus, we propose that plastic deformation
via the formation and growth of shear bands under shock
loading in �100�-oriented RDX single crystals is largely
driven by the free energy released upon relaxation of the
shock-induced ring conformations to relative populations
that are more consistent with the �-RDX crystal structure.

Analyses of molecular ring conformations in the shear
bands in the long and short cells are presented in Figs. 13�a�
and 13�b�, respectively. As for the crystalline regions, imme-
diately following the passage of the shock front around 60%
of molecular rings are in the chair conformation with 25%
and 15% in the half-chair and half-boat conformations, re-
spectively. These populations begin to relax initially due to
the growth of shear bands elsewhere in the cells. However,
once shear bands start to propagate into these volumes and
melting commences, the populations of the five possible ring
conformations evolve to distributions more consistent with
the liquid state. In both the long and short cells, the fractions
of molecular rings in the chair, half-boat, and half-chair con-
formations decrease over 100 ps to 34%, 13%, and 12%,
respectively. In contrast to the crystalline regions discussed
in the preceding paragraph, 20% and 21% of the molecular
rings in the shear bands are in the boat and twist-boat con-
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FIG. 11. Fraction of molecules in a given ring conformation
after shock loading at Up=0.63 km s−1. The vertical line denotes
the time at which SFABCs were applied.
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FIG. 12. Fraction of molecules in a given ring conformation in a
crystalline region after shock loading at Up=1.0 km s−1. The ver-
tical lines denote the time at which SFABCs were applied. �a� Long
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formations, respectively. Hence, the appearance of molecules
in these conformations signals the onset of melting since
they serve as an indicator of the increase in conformational
disorder facilitated by the liquid state. Furthermore, at the
same simulation times that increase in the populations of
boat and twist-boat conformations are observed, we also find
notable increases in the fraction of molecules identified as
not being in the AAE conformation. The fractions of mol-
ecules within the shear bands in the long and short simula-
tion cells identified as not possessing the AAE
conformation—that is, those molecules whose nitro groups
are in an AEE or EEE conformation—are plotted as a func-
tion of total simulation time in Figs. 14�a� and 14�b�, respec-
tively. In both the long and short cells, around 30% of the
molecules in the shear bands are not in the AAE conforma-
tion once a steady-fluctuating state is achieved. Although the
AAA conformation is suggested to be favored in the gas
phase,42,43 we detect only a negligible number of molecules
in this conformation in the condensed phase.

V. DISCUSSION AND CONCLUSIONS

A. Efficacy of the SFABC method

The use of SFABCs allowed us to extend simulation times
to the extent that shock-induced shear bands, which evolve
slowly on the time scale of a typical NEMD simulation,
could be studied over their complete evolution to a steady-
fluctuating state. This is demonstrated with greatest clarity in
Figs. 13 and 14 where relative abundances of the ring and
nitro-group conformations at the point of maximum com-
pression in the respective NEMD simulations, as denoted by
the vertical broken lines, differ significantly from those once
a steady state is reached. More generally, the absence in Figs.
10–14 of perturbations associated with the application of the
SFABC at the moment of maximum compression further
supports the validity of the approach.

There are certain situations where the application of
SFABCs may not be appropriate. For example, it would be
difficult to apply this method in the study of shock waves in
ductile metals where, in the two-wave regime, an elastic pre-
cursor may lead a strong plastic wave by tens of nanometers.
In this case, if SFABCs are applied when the elastic precur-
sor reaches the free surface, the slower plastic wave may
reflect off the second piston, setting up undesirable density
waves in the material. However, this problem could be over-
come within the SFABC framework by applying the second
piston within the simulation cell at a point that has been
passed by both the elastic and plastic waves rather than at the
end of simulation cell. This approach would still require a
computationally expensive NEMD simulation, but subse-
quent MD simulations could be performed using a smaller
number of atoms. In the case of shock waves in RDX, we do
not find strong plastic waves that lag significantly behind the
elastic precursor; hence the SFABC method is particularly
adept at capturing the simulation cell at maximum compres-
sion.

Hugoniostat methods have been developed that allow
shock loading to be simulated within the framework of MD
and which are less computationally demanding than large-
scale NEMD simulations.19,44–47 These methods modify the
equation of motions of atoms to drive a system toward a
prescribed state on the Hugoniot locus. It is not obvious that
Hugoniostats are appropriate tools for use in the simulation
of molecular crystals since phenomena at the shock front in
these materials are extremely complex owing to their rela-
tively low symmetry and many intramolecular degrees of
freedom. Explicit simulation of the shock front using NEMD
will provide a more accurate description of, for example, the
initial overshoot in intermolecular temperature and its equili-
bration with the intramolecular vibrational modes in the na-
nometers behind the shock front.14,27 Previous work showed
that these phenomena are of fundamental importance to the
homogeneous nucleation of dislocations in �111�-oriented
RDX single crystals.14 However, Hugoniostats do provide
certain advantages over SFABCs; for example, the former
ensures that the system remains on the Hugoniot locus, while
the latter, in general, does not. SFABCs capture the simula-
tion cell at a constant volume that corresponds only to the
system after the passage of the leading shock wave�s�.
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FIG. 13. �Color online� Fraction of molecules in a given ring
conformation in a shear band after shock loading at Up

=1.0 km s−1. The vertical lines denote the time at which SFABCs
were applied. �a� Long cell and �b� short cell.
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FIG. 14. Fraction of molecules in a shear band with nitro groups
not in the AAE conformation after shock loading at Up

=1.0 km s−1. The vertical lines denote the time at which SFABCs
were applied. �a� Long cell and �b� short cell.
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Shock-induced phase transformations or plastic deformation
that lags the elastic wave will reduce the diagonal component
of the stress tensor parallel to the direction of shock propa-
gation and the system under SFABCs will depart from the
Hugoniot locus. Hugoniostat methods enforce a constant
pressure rather than a constant volume simulation. This limi-
tation of the SFABC method may be acceptable in certain
circumstances, for example, if one wishes to extend simula-
tion times to identify events that occur at a rate too low to be
observed directly in NEMD simulations, such as the homo-
geneous nucleation of dislocations, second phases, or the ini-
tiation of slow, complex chemical reactions. Hence, the
SFABC method may be of particular advantage in cases
where the description of interatomic bonding is sufficiently
expensive that large-scale NEMD simulations are not fea-
sible but an accurate treatment of the dynamics associated
with the shock front is required. The principal advantages of
SFABCs over Hugoniostats are that the former are extremely
simple to implement, robust, do not affect the equations of
motion of atoms artificially, and provide an essentially exact
treatment of phenomena at the shock front.

In order to reach the same total NEMD plus SFABC
simulation time for the material subvolumes sampled here in
a normal NEMD simulation, a simulation cell of length
604a, containing over 40�106 atoms, would be required.
Such simulations would be computationally challenging at
present �the simulation reported here using the quasi-2D cell
required 8.8 CPU years�. Thus, the SFABC method facili-
tates simulations that otherwise may be prohibitively expen-
sive. Furthermore, the results reported in Sec. IV B for the
long and short cells, the latter containing half the number of
atoms of the former, concur in every regard once a steady-
fluctuating state is achieved �these simulations appear to dif-
fer only in the rate of shear band formation�. Thus, SFABCs
not only enable simulation times to be extended for a given
cell size but also facilitate simulations with significantly
fewer atoms with no loss in the accuracy of the description
of the final state. Finally, in comparison with Hugoniostat
methods, use of the SFABC provides an exact treatment of
the dynamics during shock loading and is far more simple
and robust in its implementation.

B. Implications for initiation sensitivity

Dislocation-mediated plasticity was not observed during
shock loading at either Up=0.63 km s−1 �PRH=5.7 GPa� or
Up=1.0 km s−1 �PRH=9.7 GPa�. This result was expected
for this orientation of the shock propagation direction since
none of the slip systems identified under quasistatic loading
are subject to a resolved shear stress.13 Furthermore, we can
eliminate the possibility that for this orientation of the shock
propagation direction, other previously unknown slip sys-
tems are activated by the passage of the shock wave; that is,
phenomena such as those observed during shock loading on
�111� �Ref. 14� do not occur for this orientation. Thus, based
on the steric-hindrance model, we expect high sensitivity for
impacts on �100�, in accord with Ref. 13.

An unanticipated deformation mechanism was identified
during shock loading on �100� at Up=1.0 km s−1, namely,

the formation and growth of shear bands. While the steric-
hindrance model suggests that deformation mechanisms
which serve to relax shear stresses promote low impact sen-
sitivity, the intense heating caused by viscous flow within the
shear bands will certainly promote thermal molecular de-
composition. Moreover, viscous flow may promote the me-
chanical rupture of intramolecular bonds, further enhancing
the rate of molecular decomposition. Thus, in a sense, shear
bands can be considered to be homogeneously nucleated hot
spots since the potential energy stored in the shock com-
pressed material is partly released in spatially localized ma-
terial subvolumes.

One might expect that if dislocation slip systems could be
activated at relatively low values of PRH at this orientation of
the shock propagation direction, then shear stresses would
not build to the level where deformation via shear bands is
inevitable. However, NEMD studies of shock waves in
�-HMX by Jaramillo et al.27 revealed a gradual transition
from dislocation-mediated plasticity to deformation mediated
by the growth of liquidlike shear bands with increasing PRH.
Hence, the deformation of energetic molecular crystals via
the nucleation and growth of shear bands appears to be re-
lated to intrinsic instabilities of the crystal structure.

C. Comments on the effects of nonclassical phenomena in
simulations of nonequilibrium processes in molecular

crystals

It is well known that in the temperature range of interest
in this study, the heat capacity of a system of classical oscil-
lators with a frequency distribution representative of a mo-
lecular crystal is significantly larger than the value in the
corresponding quantum-mechanical system; thus, for the
weak-to-moderate shock strengths considered here, the shock
temperature predicted on the basis of classical MD will be
lower than the “real” value, as was shown in Sec. IV B 2.
Nevertheless, this underestimate, which is inherent to the use
of classical mechanics, does not affect our underlying theses,
namely, that the homogeneous nucleation of liquidlike shear
bands occurs in �100�-oriented RDX crystals under suffi-
ciently strong shock loading and the viscous flow of material
within these defects leads to an additional, non-negligible
localized heating. Since our simulations underestimate the
magnitude of the shock heating, it is a reasonable assumption
that experimentally these defects will nucleate at signifi-
cantly lower shock pressures. Furthermore, the magnitude of
the heating in the shear bands will be higher than the 70–90
K we calculate since the “error” in the heat capacity of ma-
terial due to classical mechanics is equally present within
these subvolumes. Thus, while our calculated shock and de-
fect temperatures are low compared to those in real, quantum
dynamical RDX, they are almost directly proportional; that
is, based on specific heat alone, classical MD simulations
will also underestimate the additional heating within the
shear bands by roughly the same factor of 4 as was predicted
for the shock heating.

Fundamentally, the “specific-heat problem” of interest
here for the case of a condensed phase molecular system and
the “zero-point energy problem” that arises for the case of
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gas-phase polyatomic molecules are manifestations of quan-
tum effects and have no classical analog. At present there is
no satisfactory method for performing large-scale MD simu-
lations with a quantum-mechanically accurate treatment of
the zero-point energy problem �for gas-phase species� or the
specific-heat problem �for condensed molecular phases�.
Nevertheless, our simulations were designed to mitigate in a
physically sensible way the overestimation error in the spe-
cific heat of RDX by freezing out via geometric constraints,
the contributions to the heat capacity from vibronic degrees
of freedom with the highest modal Debye temperature,
namely, the C-H bond stretches. Attempts to go beyond this
type of strategy are problematic: Thompson and
co-workers48,49 demonstrated that for model Hamiltonians
with small numbers of degrees of freedom that both “active”
and “passive,” quantum-inspired corrections to classical dy-
namic trajectories may result in severely unphysical behav-
ior. Specifically, even for systems containing only zero-point
vibrational energy, observables obtained from uncorrected
classical MD trajectories resembled more closely the true
quantum-mechanical ones than those obtained for trajecto-
ries that included quantum-corrected classical dynamics.

Another option, essentially a generalization of the idea of
freezing out the high-frequency degrees of freedom em-
ployed in the current study, is to introduce a Debye-type
dependence of the heat capacity on temperature using the
mesoparticle dynamics of Strachan and Holian.50 In this ap-
proach, a reduced-dimension representation of the potential-
energy function results in a significant decrease in the clas-
sical heat capacity of the system. This is balanced by
introducing into the equations of motion for the system “im-
plicit degrees of freedom” that correspond to local heat res-
ervoirs within the mesoparticles. These internal degrees of
freedom can be populated using either classical or quantum
statistical descriptions of their behavior. While this approach
is attractive, it is rather empirical and mesopotentials pres-
ently do not demonstrate the levels of sophistication needed
to describe accurately a system as complex as an RDX crys-
tal under extreme loading conditions. Thus, although simu-
lations based on classical MD display certain well-known
and well-understood limitations, at present there exists no
better tool for the study of shock-induced phenomena in or-
ganic molecular crystals.
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APPENDIX: CONSERVATION OF ENERGY IN SFABC
SIMULATIONS

As discussed briefly in Sec. I, shock waves can be gener-
ated in NEMD simulations by driving a piston at a specified

Up into a stationary simulation cell as in Ref. 22 or by im-
pacting a simulation cell onto a fixed rigid piston at a speci-
fied Up. For convenience and clarity, we refer hereafter to
these approaches as the moving-piston and moving-cell
methods, respectively. These methods are Galilean invariant,
thus it is largely a matter of personal preference which is
employed. However, we found unexpected differences be-
tween these formally equivalent methods upon the applica-
tion of SFABCs.

If the moving-piston method is used to generate the shock
wave in a NEMD simulation, SFABCs can be applied in
much the same way as described in Sec. III. The time at
which the simulation cell reaches maximum compression can
be determined with high accuracy by again plotting as a
function of time the x coordinate of the center of mass of the
last molecule and identifying when the curvature becomes
nonzero. The second piston is then applied by setting the
force and velocity vectors of all atoms within a specified
distance from the end cell to zero and �Up ,0 ,0�, respectively.
In this manner, the volume of the cell is fixed to that corre-
sponding to maximum compression and the entire system
translates with a velocity �Up ,0 ,0�.

When a shock wave was generated in �100�-oriented RDX
using the moving-cell method at Up=1.0 km s−1 and
SFABCs were applied as in Sec. III, during equilibrium MD
simulations in the microcanonical ensemble, total energy was
conserved to a tolerance of 1.2 ppm. However, when the
moving-piston method was employed we found that the total
energy was conserved to only 2.2 parts per thousand using
otherwise identical computational protocols. Despite the
thousandfold decrease in energy conservation in the latter
simulation, we found that the relative particle trajectories in
the two simulations were identical until numerical diver-
gences arose due to chaotic dynamics.

The origin of the apparent poor conservation of the total
energy when the simulation cell translates is determined en-
tirely by the contribution from the kinetic energy, T, to the
total energy. We can write the kinetic energy of an ensemble
of N thermalized particles of mass mi in a system whose
center of mass translates with constant velocity U
= �Up ,0 ,0� as

T�U� =
1

2�
i=1

N

�mivi · vi + miU · U + 2mivi · U� , �A1�

where vi= �vi
x ,vi

y ,vi
z� is the velocity of particles with respect

a coordinate system translating with velocity U. The first
term is related to the temperature of the ensemble and the
second term is a constant. The third term, T�, is a contribu-
tion to the kinetic energy arising from the momentum of the
system parallel to U,

T� = Up�
i=1

N

mivi
x. �A2�

Hence, the apparent poor conservation of the total energy of
simulation cells under SFABCs translating with velocity Up
is explained by fluctuations of the total momentum, �i=1

N mivi
x.

Hence, in the microcanonical ensemble, MD configuration
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trajectories are independent of U �i.e., they are Galilean in-
variant in configuration space�, but the kinetic energy of the
system depends on the scalar product of the total momentum
with U.

To illustrate the contribution from the nonconserved linear
momentum to the kinetic energy in a translating system we
plot in Fig. 15�a� the quantity �i=1

N mivi
x as a function of simu-

lation time for an RDX crystal under SFABCs. The simula-
tion cell was shock loaded using the moving-piston method
and is translating with velocity Up=1.0 km s−1. In Fig. 15�b�
we plot as a function of simulation time the deviation of the
total, kinetic, and potential energies of the system from their
mean values time averaged over the simulation. Comparing
Figs. 15�a� and 15�b� it is evident that the kinetic and total
energies track oscillations of the total momentum, while the
potential energy, which reflects the relative particle trajecto-
ries of the system, is independent of the total momentum.
The slow decrease in the potential energy in Fig. 15�b� arises
from the nucleation and growth of shear bands in the system.
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Abstract: Bond-order potentials provide a powerful class of models for simulating chemically reactive systems with
classical potentials. In these models, the covalent bonding interactions adapt to the environment, allowing bond strength
to change in response to local chemical changes. However, the non-bonded interactions should also adapt in response to
chemical changes, an effect which is neglected in current bond-order potentials. Here the AIREBO potential is extended
to include adaptive Lennard-Jones terms, allowing the van der Waals interactions to vary adaptively with the chemical
environment. The resulting potential energy surface and its gradient remain continuous, allowing it to be used for dynamics
simulations. This new potential is parameterized for hydrocarbons, and is fit to the energetics and densities of a variety
of condensed phase molecular hydrocarbons. The resulting model is more accurate for modeling aromatic and other
unsaturated hydrocarbon species, for which the original AIREBO potential had some deficiencies. Testing on compounds
not used in the fitting procedure shows that the new model performs substantially better in predicting heats of vaporization
and pressures (or densities) of condensed-phase molecular hydrocarbons.
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Introduction

The bond-order potential, originally proposed by Tersoff,1, 2 pro-
vides a classical model for interactions in covalently reactive
systems, such as silicon and carbon. In these potentials, the inter-
action between two atoms is represented as the combination of a
repulsive and an attractive interaction,

Vij(r) = VR
ij + bijVA

ij , (1)

where the relative contribution of these two terms is controlled by the
bond order, bij. The bond order is a many-body term that depends
on the local chemical environment, including coordination num-
bers and bond angles, and enables the strength of the covalent bond
between atoms i and j to vary adaptively in response to changes in the
bonding environment. As with embedded-atom models,3 each indi-
vidual bond weakens as the atoms participating in the bond acquire
more neighbors, since their valence electrons are divided among
more bonding interactions. However, the bond-order potentials also
treat the dependence of the bond energy upon the angular distribu-
tion of neighbors—a term that is crucial for the directional bonding
found in covalent materials.

This approach has been particularly fruitful for modeling
carbon and hydrocarbons, and there have been a number of

parameterizations of bond-order potentials for hydrocarbon sys-
tems. Following the original Tersoff model,4 Brenner developed
the REBO model,5 which has been widely used. Pettifor has
shown that the potential energy expressions used in these empirical
bond-order models are equivalent to one that can be derived from
orthogonal tight-binding models in the second-moment approxi-
mation,6 and has developed analytical bond-order potentials that
go beyond this approximation.7 The AIREBO model extends the
REBO model to include nonbonded interactions, including van
der Waals terms.8 These intermolecular interactions are crucial
for modeling condensed-phase molecular systems, or the non-
covalent interactions between layers in graphitic materials. The
Reax force field is another model that is motivated by bond
order concepts, and includes both van der Waals and electrostatic
interactions.9

The van der Waals interactions are treated adaptively in the
AIREBO potential, allowing the interaction to be switched off
smoothly as the chemical environment changes and a non-bonded

Correspondence to: S. J. Stuart; e-mail: ss@clemson.edu

Contract/grant sponsor: US DoE; contract/grant number: DE-FG02-
01ER43889
Contract/grant sponsor: NSF; contract/grant number: CHE-239448
Contract/grant sponsor: DoD MURI (administered by ARO)

© 2007 Wiley Periodicals, Inc.



602 Liu and Stuart • Vol. 29, No. 4 • Journal of Computational Chemistry

pair becomes bonded. But although the strength of the van der Waals
interactions responds adaptively to the local environment, the form
of that interaction does not. That is, the van der Waals radius and
magnitude of the dispersion interaction do not vary with changes in
hybridization to reflect changes to the size or polarizability of the
electrons, which give rise to the van der Waals interaction; a single
parameterization of the van der Waals energy expression is used for
all interactions. Consequently, the van der Waals interactions in the
original AIREBO potential are not as transferable across different
hydrocarbon hybridizations as would be desired. Here we describe
an extension of the AIREBO potential to allow the parameteriza-
tion of the van der Waals interaction to change adaptively with the
chemical environment of the interacting atoms. This is done by hav-
ing the coefficients of the Lennnard-Jones 12-6 expression for the
van der Waals interaction depend parametrically on the coordination
number of the interacting atoms.

The rest of paper is organized as follows. First we present the
modifications to the AIREBO potential that allow the van der Waals
interactions to change adaptively in response to bonding changes.
We then describe the details of the fitting procedure used to repa-
rameterize the model. Next, we describe the application of this
new model to a variety of hydrocarbons not included in the fitting
procedure, and discuss the results.

Model

Van der Waals interactions represent the combination of attractive
dispersion interactions and repulsive Pauli exclusion interactions.
There are many functional forms used to represent these van der
Waals interactions in molecular simulations; the form used in the
AIREBO potential is the Lennard-Jones (LJ) 12-6 form,

VLJ
ij (rij) = 4εij

[(
σij

rij

)12

−
(

σij

rij

)6
]

(2)

where rij is the distance between atoms i and j, and Vij is the poten-
tial energy of their interaction. The computational advantages of
using this form (only two parameters, no unphysical turnover, com-
putational efficiency) outweighed the increased accuracy that can
be obtained from different functional forms.10 The infinitely repul-
sive r−12 core is treated adaptively in the AIREBO potential, so that
the repulsive interactions are diminished between reactive or cova-
lently bound atoms, but is undiminished for chemically saturated
atoms. The total van der Waals interaction included in the potential
is thus

Eij = αVLJ
ij (r) (3)

where the many-body term α is a function not only of the bond
distance r, but also the bond order between i and j, as well as the posi-
tion of all atoms bonded to i and j.8 Neither the LJ 12-6 functional
form nor the means of making the repulsive interactions adaptive
is modified in the current work. Rather, we confine our attention
to the variability of the LJ ε and σ parameters (due to changes in
the underlying polarization and radius of the electron cloud) with
chemical environment.

The σij and εij parameters characterize the van der Waals inter-
action between atom types i and j. These determine many of the
material properties for soft, molecular systems, such as their cohe-
sive energy, boiling point, and density. They also depend on the
local coordination environment of the atom in question. Conse-
quently, most nonreactive force fields, such as CHARMM,11 UFF,12

AMBER,13 MM3,14 and COMPASS,15, 16 utilize different ε and σ

values for different “types” of carbon atoms. These atom types can
be distinguished by their hybridization state (sp2 vs. sp3 carbon) or
by their bonding environment (a carbonyl carbon or an olefinic car-
bon or a carbon in a conjugated system), and can extend to dozens
of different atom types for a single atomic number. The physical
basis for distinguishing between atoms in different chemical envi-
ronments is, of course, that the chemical environment influences
the electronic distribution on the atom, and both the size and polar-
izability of this electron cloud affect the exchange and dispersion
interactions.

In a reactive potential such as AIREBO, however, hybridization
state and bonding environment are free to change, and all carbon
atoms must be treated with the same potential. Consequently, the
original AIREBO potential used only a single σ and ε value for
each atom, neglecting any variation in the shape of the van der
Waals potential with bonding environment. In the original AIREBO
potential, the σCC and εCC parameters were obtained by fitting to
the interlayer spacing and elastic properties of graphite, while σHH

and εHH were determined by fitting to the pair correlation function
of liquid-state methane and ethane. (The heterogeneous parameters,
σHC and εHC, are determined from the Lorentz-Berthelot combin-
ing rules.17) One result of this fitting procedure has been that the
AIREBO potential provides a better description for the saturated
molecular hydrocarbons to which it was directly fit than it does for
unsaturated species. For example, the fine detail in the liquid struc-
ture of ethylene is not reproduced well by the AIREBO model (see
Fig. 1).

If the performance of the AIREBO potential is to be improved
in this regard, it is necessary to allow the shape of the van der
Waals potential to adapt in response to changes in the local bonding

Figure 1. Carbon–carbon pair correlation function for liquid ethylene
at 106 K. Experimental result from ref. 18. [Color figure can be viewed
in the online issue, which is available at www.interscience.wiley.com.]
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environment. The approach taken here is to treat the σij and εij terms
as functionally dependent on the bonding environment, rather than
as unvarying constants. At a minimum, the LJ parameters for an atom
should depend on the atom’s hybridization state, which determines
to a large degree the size and character of its electron distribution.
In addition, these parameters should also depend on the type of
covalent bonds in which the atom participates; bonds of different
polarity and different length will give rise to different nonbonded
interactions. Although both C–C and C–H bonds are nonpolar, they
have very different lengths. Thus, since the bond order potentials use
coordination number as a proxy for hybridization state, we allow the
σ and ε values for a given atom to depend on the number of carbon
and hydrogen neighbors of the atom in question. That is, the van der
Waals parameters for carbon are now σC(NC, NH) and εC(NC, NH),
rather than constant values that are independent of their bonding
environment. In this framework, the van der Waals parameters of
hydrogen atoms are nominally allowed to depend on their coordi-
nation number as well, but since hydrogen atoms in hydrocarbons
always have NC = 1 and NH = 0, this results in only a single
set of parameters for hydrogen. This assumption for hydrogen is
not unreasonable; in the nonpolar, hydrocarbon systems for which
AIREBO has been parameterized, the electron distribution on the
s-valent hydrogen atom can be assumed not to change substantially
in different environments, and so the σHH and εHH values remain
constant. It would presumably be more accurate to include more
flexibility in the van der Waals parameters for hydrogen, to account
for the difference in electron-withdrawing character of aromatic and
aliphatic carbons, for example. Other force fields, for example, have
distinct hydrogen atom types for aliphatic, aromatic, and olefinic
hydrogens.11, 13 While these hydrogen parameters differ less dra-
matically than do the carbon parameters to be determined below,
such flexibility would certainly result in improved description of
the nonbonded properties of hydrocarbons. However, the current
model based on first-neighbor coordination numbers does not offer
sufficient flexibility to allow more than a single set of hydrogen
parameters.

A physical basis could also be provided for even more com-
plex features of the chemical environment, such as the number and
identity of second neighbors. This approach may prove to be neces-
sary with the introduction of heteroatoms, as is the case with many
classical, nonreactive force fields.11, 13, 14 However, these effects are
neglected in the current model. It might be expected that the LJ
parameters should also depend on the degree of local conjugation;
the π -bonding electrons on an unsaturated carbon may give rise
to very different van der Waals interactions depending on whether
they are localized and relatively nonpolarizable, as in an olefin, or
delocalized and more polarizable, as in benzene or graphite. Such a
dependence of the LJ parameters on local conjugation was con-
sidered, but was found not to be necessary. The parameters for
conjugated and nonconjugated sp2 carbons were found to be quite
similar, as described below, so the extra complexity of this additional
environmental dependence was abandoned.

In a reactive, bond-order potential, the coordination numbers NC

and NH are not integer quantities, as in a nonreactive potential, but
take on fractional values, varying smoothly over the course of a reac-
tion.5, 8 Consequently, the functions σC(NC, NH) and εC(NC, NH)

must be defined for non-integer arguments. It is highly impractical
to fit such a function for LJ parameter values at noninteger values of

NC and NH, both because there is no unambiguous method of assign-
ing noninteger coordination numbers to a partially dissociated bond,
and because there are no appropriate experimental or even ab initio
data, which can be used to fit the van der Waals interactions for
such transient and unstable systems. Consequently, we have cho-
sen to implement the functional dependence of the Lennard-Jones
parameters on coordination number via a bicubic spline,19 in which
a knowledge of the function (and some of its derivatives) at integer
knot points can be used to generate a smooth function that can be
interpolated for noninteger arguments. The integer knot points cor-
respond to stable molecular species, for which the function can be
parameterized with experimental data.

Thus we take

σC(NC, NH) =
3∑

k=0

3∑

l=0

cσ
kl(N

C)k(NH)l (4)

and

εC(NC, NH) =
3∑

k=0

3∑

l=0

cε
kl(N

C)k(NH)l . (5)

where the {cσ
kl} and {cε

kl} coefficients are defined within a rectangular
region in which NC

min ≤ NC ≤ NC
max and NH

min ≤ NH ≤ NH
max; i.e.,

within a region bounded by four spline knot points at (NC, NH) =
(NC

min, NH
min), (N

C
min, NH

max), (N
C
max, NH

min), and (NC
max, NH

max). The six-
teen coefficients {ckl} in eqs. (4) and (5) can thus be determined by
specifying the value of the function and three of its derivatives at
each of the four knot points. In a different region, the function σC

or εC is determined similarly, but with a different set of coefficients.
The continuity of the function and its gradient are ensured at the
boundary through the shared spline knot points at that boundary.
Here we use integer values of NC and NH as the knot points, and
require that

∂σC

∂NC = ∂σC

∂NH = ∂2σC

∂NC∂NH = 0 (6)

and

∂εC

∂NC = ∂εC

∂NH = ∂2εC

∂NC∂NH = 0 (7)

at each of the knot points. These derivatives are assumed to be 0 for
simplicity, and because of a lack of experimental information that
correlates to these derivatives. The values of σC and εC at the knot
points (i.e., for integer number of bonded neighbors) are obtained
by fitting to the cohesive energies and density for liquids of small
molecular hydrocarbons, as described in the following section. To
do this fitting, we make use of the fact that for a stable, nonreactive
system (such as a hydrocarbon liquid at sub-pyrolytic temperatures)
the coordination number for each atom is an integer, and the van der
Waals interactions in the liquids are determined only by the σ and ε

values at the knot points. Thus these simulations can be performed
without knowledge of all of the coefficients in eqs. (4) and (5), and
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thus before the σC and εC values have been obtained at all knot
points.

The strength of the reactive bond-order potentials, however, lies
in their ability to simulate chemical reactions. During these reac-
tions, the coordination numbers will be non-integer and the bicubic
splines will be evaluated away from the knot points. Thus the full
Lennard-Jones interaction is evaluated as in eq. (2), where the inter-
atomic σij and εij parameters are obtained from the single-atom
values using the Lorentz-Berthelot combining rules,17

σij = 1
2
(σi + σj) (8)

and

εij = √
εiεj, (9)

and σC and εC are now calculated from eqs. (4) and (5) for the case
where i or j is a carbon atom. Equations (4) and (5) thus represent the
only modification to the AIREBO potential in the current work, and
the coefficients needed to parameterize this equation are obtained
in the following section.

It is worth commenting also on how this minor change affects
the calculation of forces and long-range corrections under the new
potential. The forces are calculated from the negative gradient of
the potential in the usual manner, so that the force on atom i in the
Cartesian direction β (= x, y, or z) is

FLJ
iβ = − ∂

∂βi

∑

m

∑

n<m

VLJ
mn, (10)

where VLJ
mn is given by eq. (2) and we are ignoring all of the contribu-

tions to the force from non-van der Waals terms in the potential. The
Lennard-Jones potential as traditionally implemented is a function
only of the interatomic distance, so the Lennard-Jones contribution
to the force is evaluated simply as

FLJ
iβ = −

∑

j $=i

∂VLJ
ij

∂rij

∂rij

∂βi
. (11)

In the new model, however, the van der Waals potential depends
on the atomic positions not only explicitly through the i–j bond
length, but also implicitly via the ε and σ parameters. Thus the
force becomes

FLJ
iβ = −

∑

m

∑

n<m

[
∂VLJ

mn

∂rmn

∂rmn

∂βi
+ ∂VLJ

mn

∂σmn

∂σmn

∂βi
+ ∂VLJ

mn

∂εmn

∂εmn

∂βi

]
.

(12)
Now, because of the dependence of σmn and εmn on the coordination
numbers of atoms m and n, the double sum must run not only over
all pairs of atoms involving the atom i in question, but also over
all pairs where one atom is at least partially bonded to i (such that
displacing i will change the coordination number of m or n and thus
alter σmn and εmn).

As with any simulation involving spherical cutoffs on the LJ
interactions, it is necessary to apply long-range corrections20 to
account for the interactions beyond the cutoff distance that have
been neglected. For a system interacting with a 12-6 LJ potential,
where the LJ interactions are neglected beyond a cutoff rc = λσ

that is some multiple of the LJ σ parameter, the interactions can
be evaluated analytically, assuming a uniform density at distances
beyond rc, leading to corrections

ELRC = 8
3
πV

(
1
3
λ−9 − λ−3

)
ρ2εσ 3 (13)

for a monatomic system of number density ρ and volume V . When
the system is composed of multiple atom types with different LJ
parameters, the long-range correction to the energy can be written

ELRC = 8
3
πV

(
1
3
λ−9 − λ−3

) ∑

j

∑

k

ρjρkεjkσ
3
jk, (14)

where ρk represents the density of a particular atom type k, and the
LJ parameters σjk and εjk depend on the interacting atom types. The
equivalent expression for the long-range correction to the pressure is

PLRC = 16
3

π

(
2
3
λ−9 − λ−3

) ∑

j

∑

k

ρjρkεjkσ
3
jk. (15)

In a constant-volume simulation with conventional LJ interactions,
these corrections are evaluated only once, and do not change during
the course of the simulation. In the model presented here, however,
the LJ parameters can vary in time, and the number densities ρk

change with each chemical reaction. Thus eqs. (14) and (15) must
be evaluated every time an atom’s coordination number changes.
This represents a modest increase in computational cost for highly
reactive systems. This extra cost could be avoided by using a fixed-
length cutoff (rather than a multiple of the variable LJ σ parameter).
However, this would have the disadvantage that a greater fraction
of the long-range cohesive energy would be included within the
cutoff for some bonding environments than for others. The resulting
potential would not be conservative unless efforts were made to
include the (rather cumbersome) forces due to the variation of the
long-range corrections with changes in coordination number. In all
of the simulations described below, the LJ cutoffs were applied at a
multiple of λ = 3 times the LJ σ parameter, and eqs. (14) and (15)
were evaluated at every timestep.

Parameterization

Simulation Details

To parameterize this new potential for hydrocarbons, molecular
dynamics simulations were performed for a variety of small molec-
ular hydrocarbons in the liquid state. These compounds ranged
from one to four carbons in size, and included both saturated
hydrocarbons, as well as unsaturated carbon atoms with sp and
sp2 hybridization, including both conjugated and nonconjugated
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Table 1. Heats of Vaporization (kJ mol−1) and Pressures (bar) at the Specified Temperature and Density, from
Experiment, as Calculated with the Original AIREBO Potential,8 and as Calculated with the New Potential.

Experiment AIREBO8 This work

Compound T (K) ρ (g cm−3) )vapH )vapH err (%) P )vapH err (%) P

Benzene 298 0.87421 33.9321 28.84 −15.0 1070 33.64 −0.9 0
Methane 111.7 0.42322 8.1721 9.55 16.9 −380 8.15 −0.3 −20
Ethane 184.6 0.54523 14.6922 16.26 10.7 480 14.70 0.1 20
Ethylene 169.5 0.57024 13.5422 12.50 −7.7 400 13.54 0.0 20
Acetylene 189.6 0.61321 16.9521 8.90 −47.5 850 16.90 −0.3 30
Propane 231.1 0.58421 19.0425 19.45 2.2 450 18.99 −0.3 60
Allene 240 0.65822 18.6222 17.52 −5.9 420 18.46 −0.9 0
Isobutane 262 0.59322 21.3022 22.32 4.8 200 21.31 0.1 0
MAD 13.8 530 0.3 20

The experimental pressure of each system at the specified state point is 1 bar. The mean absolute deviation (MAD) from
experiment is provided for both properties.

molecules. A complete list of the eight molecules used in the fitting
procedure is provided in Table 1. Each molecular dynamics simu-
lation consisted of 128 molecules in a periodic simulation cell at
the experimental density, except for one case (methane) where 256
molecules were used in order that the side length of the periodic
cell would exceed twice the LJ cutoff of 3σCC. When experimental
data for the enthalpy of vaporization were available, the simulations
were performed at the experimental boiling point of the system,
Tb (or 298 K, if Tb > 298 K, as for benzene). If )vapH was not
available at Tb, the simulation was performed at 298 K. The specific
temperatures used for each compound, along with the experimen-
tal density and )vapH, are provided in Table 1. The simulations
were performed in the canonical ensemble, using the Langevin ther-
mostat.26 Long-range corrections20 were used to account for the
van der Waals energy contributions beyond the LJ cutoff of 3σ .
The simulations were run for a minimum of 100 ps after equilibra-
tion at the desired temperature, although frequently for as long as
200 ps in order to obtain adequate statistical averaging of the system
pressure.

The simulated properties used to fit the LJ potential are the
pressure (P) and the enthalpy of vaporization ()vapH). Because
the systems are simulated at the experimental density measured at
ambient pressure, a well-parameterized potential should give a pres-
sure of 1 bar, while the target value for )vapH is obtained from
experiment. The pressure is calculated using the internal virial,
with long-range corrections, while )vapH is calculated from the
equilibrium energies of separate simulations of a single gas-phase
molecule and an N-molecule simulation of the liquid at the same
temperature,

)vapH = NU(g) − U(l) + RT (16)

where it has been assumed that the gas is ideal and the molar volume
of the liquid is negligible compared to that of the gas.

Parameterization

In the original AIREBO potential, the LJ parameters for carbon
were obtained from the properties of graphite. Thus we take these

values, unmodified, as the LJ parameters for graphitic carbon, with
(NC, NH) = (3, 0), as well as for sp2 carbon in a benzene-like envi-
ronment of (NC, NH) = (2, 1). At this point the only two remaining
parameters needed in an unreactive simulation of liquid benzene
are the values of σH and εH. These two parameters were modified
to obtain the best fit to the experimental values of )vapH and P for
benzene. Because the strong and monotonic dependence of ener-
getic properties such as )vapH on ε and PV properties such as the
pressure (or density) on σ , this optimization is relatively straight-
forward and results in an unambiguous pair of (σH, εH) values. The
values of σ and ε for hydrogen are 2.538 Å and 28.8 K, respectively.
These values are assumed to apply for H atoms in any chemical
environment.

Next, the values of (σC, εC) were determined in a like fashion,
for one type of stable bonding environment at a time. This was
done first for molecules containing carbon in only a single bonding
environment: methane, ethane, ethylene, and acetylene. Next, with
(σC, εC) values in hand for the specific spline knots corresponding
to these bonding environments, these values could be used in order
to parameterize (σC, εC) values for additional spline knots using
molecules such as propane or isobutane, which contain carbon in
more than one different bonding environment. In all cases, each
pair of experimental values of )vapH and P for a specific liquid was
used to fit only a single pair of (σC, εC) values at one knot point.
The resulting parameter values are tabulated in Table 2.

The values of the heat of vaporization and pressure (at the exper-
imental density) obtained during the parameterization procedure for
the compounds used in the fitting process are presented in Table 1,
along with the results obtained using the published AIREBO poten-
tial.8 Because these properties were explicitly used during the fitting
procedure, it is no surprise that they are well reproduced by the new
model, with a mean absolute deviation (MAD) of 0.3% in the heat
of vaporization and 20 bar in the pressure. The AIREBO values are
presented merely as an illustration of the accuracy of the potential
when not using adaptive LJ parameters, with a MAD of 13% in the
heat of vaporization and over 500 bar in the pressure.

Although the parameterization using the compounds in Table 1
was straightforward, there are some difficulties at other spline knots.
One of these is that not all of the desired spline knot points can be
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Table 2. Knot Values Characterizing the Bicubic Spline for εC and σC at
Integer Values of NC and NH.

NC NH σ (Å) ε(K) Fitting compound

0 0 3.58 167.7
0 1 4.13 75.1
0 2 3.99 34.8
0 3 3.12 15.6
0 4 3.70 5.1 Methane
1 0 3.05 157.1
1 1 3.60 64.5 Acetylene
1 2 3.46 24.3 Ethylene
1 3 2.59 50.8 Ethane
1 4 3.17 40.3
2 0 2.85 125.6 Allene
2 1 3.40 33.0 Benzene
2 2 3.00 48.7 Propane
2 3 2.13 75.2
2 4 2.71 64.7
3 0 3.40 33.0 Graphite
3 1 2.70 82.7 Isobutane
3 2 2.30 98.4
3 3 1.43 124.9
3 4 2.01 114.4
4 0 2.35 104.5
4 1 1.65 154.2
4 2 1.25 169.9
4 3 0.38 196.4
4 4 0.96 185.9

All derivatives of εC and σC with respect to NC and NH are zero at these knot
points. The values were obtained by fitting to energetics and PV properties
of the specified compound, if identified, or by extrapolation from nearby
parameter values.

easily parameterized from existing data. In some cases, the bond-
ing environment corresponding to the knot point may be physically
meaningful, but the experimental or ab initio data may be hard to
obtain. Such is the case for NC = 1 and NH = 0, corresponding
to a C2 dimer. This species exists, and is an important component
in many reactive systems, such as in simulations of sputtering,27

but it is too reactive to exist in a condensed phase from which the
van der Waals parameters could be inferred. It is possible to imag-
ine a series of ab initio calculations on a pair of C2 dimers from
which their van der Waals interaction potential could be obtained,
although it would not be trivial to decouple this interaction from
the covalent bonding interaction. The simpler approach used here is
to arbitrarily specify values of σC and εC that preserve the gen-
eral contour of the bicubic spline surface. Thus the parameters
for the carbon dimer (NC, NH) = (1, 0) were obtained by linear
extrapolation from the values for acetylene (1,1), allene (2,0), and
benzene (2,1).

In other cases, the bonding environment corresponding to
one of the desired spline knots may not be physically realis-
tic. Such is the case for overcoordinated forms of carbon, such
as (NC, NH) = (2, 3). Although there are no stable molecu-
lar species with this bonding configuration, such geometries may
appear as transient states during energetic collisions. Further-
more, the parameter values at five-coordinate knot points may

Figure 2. Graphical depiction of the σ (NC, NH) surface. Crosses rep-
resent the values determined by fitting directly to condensed phase
properties.

be needed to obtain values at noninteger coordination numbers,
e.g. during an SN2 reaction, even if the total coordination num-
ber never exceeds four during the reaction. Here it is difficult
even to conceive of a realistic ab initio calculation that could pro-
vide realistic LJ parameters for such species. In this case also,
the approach taken is to extrapolate from nearby parameter val-
ues. All extrapolated values chosen in this manner are specified
in Table 2. It should be emphasized that although the LJ param-
eters obtained in this manner are somewhat arbitrary, they have
little effect on any realistic simulations. They control the van der
Waals interactions only for highly reactive or transient species,
for which the interactions are primarily determined by covalent
bonding.

Finally, one additional case that presented difficulties during the
parameterization was (NC, NH) = (4, 0). Although this case could
in principle have been parameterized using neopentane (together
with knowledge of the (NC, NH) = (1, 3) parameters derived from

Figure 3. Graphical depiction of the ε(NC, NH) surface. Crosses rep-
resent the values determined by fitting directly to condensed phase
properties.

Journal of Computational Chemistry DOI 10.1002/jcc



Empirical Bond-Order Potential for Hydrocarbons 607

ethane), we were unable to find parameters that exactly reproduced
the pressure and )vapH for this system. This is presumably because
the density and cohesive energy of liquid neopentane depend very lit-
tle on the van der Waals interactions of the buried central carbon. But
for this same reason, the properties of any simulation will be like-
wise very insensitive to the values of the LJ parameters chosen at this
knot point. The parameter value at (NC, NH) = (4, 0) is extrapolated
from the parameter values at (0,4), (1,3), (2,2), and (3,1).

Once the values of σC and εC are determined at all the knot
points, and the derivatives at these knot points are specified using
eqs. (6) and (7), it is straightforward to invert eqs. (4) and (5) in order

to obtain the coefficients cσ
kl and cε

kl in each domain of the spline.
The result of this procedure is shown in Figures 2 and 3, which
show the variation of σ and ε with changes in the local coordination
number.

Results and Discussion

To test the performance of the new LJ parameters, simulations
were performed for a variety of compounds not used in the fitting

Table 3. Pressures for 27 Compounds Not Used in Fitting, as Calculated with the New Potential and with the
Original AIREBO Potential.8

P (bar)

Compound T (K) ρ (g cm−3) AIREBO8 This work

Alkanes Butane 272.7 0.601121 489 88.2
Cyclohexane 298 0.773925 1447 76
Hexane 298 0.660625 706 74.3
Octane 298 0.698625 918 210
MAD 890 112
RMSD 980 130

Alkenes Z-Butene 276.84 0.621321 538.6 106
Propene 225.46 0.610025 −495 70
E-Butene 274.2 0.604121 372 6.3
Z-2-Pentene 309.8 0.650321 −277 244
1,2-Butadiene 284 0.676025 1426 222
1,3-Butadiene 269 0.650625 704 236
Toluene 298 0.866821 1133 240
MAD 707 161
RMSD 823 188

Branched 2,3-Dimethylpentane 298 0.690825 692 291
alkanes 2,3-Dimethylbutane 298 0.661625 503 258.5

3-Methylpentane 298 0.659825 617 168.7
2-Methylhexane 298 0.678725 696 168.2
2-Methylheptane 298 0.69825 790 210
Isopentane 301.1 0.620125 418 210
3-Methylhexane 298 0.68725 771 204.6
MAD 641 216
RMSD 655.7 220

Branched 2-Methyl-1,3-butadiene 298 0.67925 794 423
alkenes 2,3-Dimethyl-2-butene 293 0.70825 768 321

trans-1-Propenylbenzene 293 0.902325 1596 439
Styrene 298 0.901625 1266 494
2-Methyl-2-pentene 298 0.686325 760 217
Isobutene 298 0.624221 824 517
MAD 1001 379
RMSD 1061 394

Alkynes 1-Butyne 281.23 0.678325 1356 −229
2-Butyne 298 0.69125 1994 −28.9
1-Pentyne 298 0.690125 1295 −65
MAD 1548 107
RMSD 1596 152

Total MAD 850 207
RMSD 963 250

The experimental pressure of each system at the specified state point is 1 bar. The mean absolute deviation (MAD) and
root mean square deviation (RMSD) from experiment are provided seperatedly for several categories of compounds.
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Table 4. Enthalpies of Vaporization (kJ mol−1) for 27 Hydrocarbons Not Used in Fitting, as Calculated with the
New Potential, with the Original AIREBO potential,8 and as Reported Experimentally.

AIREBO8 This work
Expt

Compounds )vapH )vapH )()Hvap) % )vapH )()Hvap) %

Alkanes Butane 22.4425 22.95 0.51 2.27 23.34 0.90 4.00
Cyclohexane 33.0125 33.81 0.80 2.42 34.78 1.77 5.36
Hexane 31.5625 34.39 2.83 8.96 35.98 4.42 14.0
Octane 41.4925 47.06 5.57 13.42 50.72 9.23 22.3
MAD 2.42 6.77 4.08 11.40
RMSD 3.37 8.67 5.54 14.21

Alkenes Z-Butene 23.3425 20.83 −2.51 −10.7 22.18 −1.16 −4.94
Propene 18.4225 21.57 3.15 17.1 18.64 0.22 1.20
E-Butene 22.7228 22.04 −0.68 −2.98 22.10 −0.62 −2.73
Z-2-Pentene 26.128 32.09 5.99 22.9 26.81 0.71 2.73
1,2-Butadiene 24.0225 21.48 −2.54 −10.6 24.38 0.36 1.50
1,3-Butadiene 22.4725 19.44 −3.03 −13.5 22.18 −0.29 −1.27
Toluene 38.0125 34.01 −4.00 −10.5 38.09 0.08 0.21
MAD 3.12 12.63 0.49 2.08
RMSD 3.52 14.08 0.61 2.59

Branched 2,3-Dimethylpentane 34.2625 25.48 −8.78 −25.6 33.96 −0.30 −0.89
alkanes 2,3-Dimethylbutane 29.1225 23.55 −5.57 −19.1 28.52 −0.60 −2.04

3-Methylpentane 30.2825 27.07 −3.21 −10.6 30.71 0.43 1.42
2-Methylhexane 34.8725 36.94 2.07 5.93 39.91 5.04 14.4
2-Methylheptane 39.6725 37.97 −1.70 −4.27 41.16 1.49 3.76
Isopentane 24.7928 30.43 5.64 22.75 31.54 6.75 27.2
3-Methylhexane 35.129 31.56 −3.55 −10.1 35.97 0.87 2.47
MAD 4.35 14.06 2.21 7.46
RMSD 5.01 16.38 3.40 12.39

Branched 2-Methyl-1,3-butadiene 26.829 24.11 −2.69 −10.04 27.81 1.41 5.34
alkenes 2,3-Dimethyl-2-butene 32.5125 24.37 −8.14 −25.1 30.75 −1.76 −5.41

trans-1-Propenylbenzene 46.429 45.23 −1.17 −2.51 49.38 2.98 6.42
Styrene 43.929 33.62 −5.08 −13.1 43.70 −0.2 −0.45
2-Methyl-2-pentene 31.629 28.86 −2.74 −8.68 31.88 0.28 0.88
Isobutene 22.1325 19.81 −2.32 −10.60 18.52 −3.61 −16.31
MAD 4.49 13.1 1.71 3.70
RMSD 5.85 15.9 2.20 4.64

Alkynes 1-Butyne 24.5225 20.38 −4.14 −16.9 27.22 2.70 11.0
2-Butyne 26.729 22.69 −4.26 −15.8 27.28 0.33 1.24
1-Pentyne 28.429 22.18 −6.22 −21.9 30.80 2.40 8.46
MAD 4.79 17.9 1.89 7.22
RMSD 4.94 18.3 2.22 8.54

Total MAD 3.86 12.8 1.96 6.45
RMSD 4.62 14.8 2.98 9.55

The mean absolute deviation (MAD) and root mean square deviation (RMSD) from experiment are provided separately
for several categories of compounds.

procedure. There are 27 of these test species, consisting of straight-
chain, branched, and ring compounds with between three and nine
carbon atoms, both saturated and unsaturated, with the latter includ-
ing both conjugated and aromatic species. The full list of 27 test
species appears in Tables 3 and 4. As with the compounds used in
the parameterization procedure, the heat of vaporization and pres-
sure are calculated at a specified temperature (typically the lower of
the boiling point or 298 K) and the experimental density at that tem-
perature. The results for the new potential, as well as the predecessor
AIREBO potential, are tabulated in Tables 3 and 4.

The pressures tabulated in Table 3 demonstrate that the PV
performance of the current potential is much better than with the
previous (nonadaptive) LJ parameterization. For each class of com-
pounds (linear and branched (or ring) alkanes and alkenes, and linear
alkynes) the new model shows a substantial improvement over the
previous AIREBO parameterization. The MAD from the expected
experimental pressure is only ∼210 bar with the new model, rather
than 850 bar with AIREBO. The improvement is particularly good
for alkynes, where the mean absolute error in the pressure has been
reduced to about 7% of its previous value. Note that because of
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the relative incompressibility of the liquid phases being studied, the
pressure at equilibrium density is much more sensitive to errors in the
potential than is the density error at equilibrium pressure. For hydro-
carbon liquids with an isothermal compressibility of ∼10−4 bar−1

and a density of ∼0.6 g cm−3 (both typical for small hydrocarbons),
a pressure error of ∼200 bar corresponds to an error in the density
of about 0.01 g cm−3, or 2%.

A distribution of errors in the pressure is presented in Figure 4.
This distribution shows that both potentials tend to overestimate the
pressure for hydrocarbons in the liquid state near the normal boiling
point, but both the mean and the variance of this error are lower
with the new potential. Whereas pressure errors of 0.5 to 2 kbar are
common with AIREBO, the largest pressure error observed with the
new model on the 27-species test set was 500 bar.

The cohesive energies of liquid molecular hydrocarbons are also
improved with the new potential, as can be seen from the heat of
vaporization data presented in Table 4. The only class of com-
pounds for which the new potential is not improved is the linear
alkanes, where the mean absolute deviation (MAD) in the heat
of vaporization increased from 2.42 kJ mol−1 with the AIREBO
potential to 4.08 kJ mol−1 with the new potential. This is per-
haps not surprising, as saturated alkanes are the class of compounds
for which the AIREBO potential was explicitly parameterized. For
all other classes of compounds examined, the new potential pro-
vides an improved description of the cohesive energy in the liquid.
The improvement is dramatic for linear alkenes, with the MAD
decreasing from 3.13 kJ mol−1 to 0.49 kJ mol−1. For the set of
test molecules taken as a whole, the MAD has improved from 3.86
kJ mol−1 to 1.96 kJ mol−1, and now indicates a mean absolute
error of less than 7% in the heat of vaporization. Because no data
from this test set were included in the parameterization, and efforts
have been made to ensure that the test set represents a variety of
different types of small hydrocarbon molecules, these errors can
be expected to be typical for additional small-molecule hydrocar-
bon species not analyzed here. Figure 5 shows the distribution of
error values in the heat of vaporization with the AIREBO and new
potential. From this figure it is evident that the errors in the modeled
enthalpies of vaporization are much more tightly clustered, although

Figure 4. Distribution of errors in the pressure for 27 liquid hydrocar-
bons not included in the fitting procedure, as calculated with AIREBO
(upper panel) and the current model (lower panel).

Figure 5. Distribution of errors in the enthalpy of vaporization (kJ
mol−1) for 27 hydrocarbons not included in the fitting procedure, as
calculated with AIREBO (upper panel) and the current model (lower
panel).

a slight bias towards overly positive heats of vaporization has been
introduced.

The carbon–carbon pair correlation function, gCC(r), provides
an additional, highly sensitive test of the van der Waals interac-
tions in the liquid. The positions of the peaks are highly sensitive
to the density of the fluid and the atomic radii, while the peak
heights are sensitive to the strength of the nonbonded interactions.
In contrast to the parameterization of the original AIREBO poten-
tial, no structural data were utilized here in the parameterization
of the new potential. Thus a comparison of pair correlation func-
tions with experiment provides additional evidence of the success
of the new potential, relative to the previous AIREBO potential.
Figures 6–9 show the pair correlation functions for methane, ben-
zene, ethylene, and ethane. In all cases, there is a good agreement
between the experimental pair correlation function and that calcu-
lated with the current potential. In most cases, the liquid structure
shows clear improvement over the AIREBO model. For example, in
the first peak in methane (Fig. 6) and the weak structure in benzene
(Fig. 7). The agreement is particularly good for ethylene (Fig. 8),
which was poorly described by AIREBO. Only for ethane (Fig. 9)
does the model not provide a better description of liquid structure
than the AIREBO model. This result is not surprising, because the
pair correlation function data for ethane were explicitly used in the
parameterization of the AIREBO model.8 The quantitative and near-
quantitative description of liquid structure with the present model
is particularly remarkable given that this model was parameterized
solely with energies and pressures, without using structural data
explicitly.

Summary

A new potential has been developed and implemented, which
enables the van der Waals interactions in a reactive bond-order
potential to vary with the chemical environment. This is done by
having the parameters characterizing the van der Waals interaction
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Figure 6. Carbon–carbon pair correlation function gCC for liquid
methane at 92 K as calculated by AIREBO and the current model,
and from experiment.18 The result as calculated by the REBO potential
(which lacks van der Waals interactions) is also shown for comparison.
[Color figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]

(σ and ε in the Lennard-Jones equation) vary smoothly and contin-
uously with the coordination number and chemical identity of the
neighbors of each atom.

This model has been parameterized using the energetics and PV
behavior of a set of eight hydrocarbon molecules. When used to
simulate a set of 27 molecules that were not included in the parame-
terization procedure, this potential provides substantially improved
results over the AIREBO potential, which does not allow for adap-
tive changes in the van der Waals interactions. For stable molecular
species, the errors in the pressure near the boiling point were reduced

Figure 7. Carbon–carbon pair correlation function gCC for liquid ben-
zene at 298 K as calculated by AIREBO and the current model, and from
experiment.30 [Color figure can be viewed in the online issue, which is
available at www.interscience.wiley.com.]

Figure 8. Carbon–carbon pair correlation function gCC for liquid ethy-
lene at 106 K as calculated by AIREBO and the current model, and from
experiment.18 [Color figure can be viewed in the online issue, which is
available at www.interscience.wiley.com.]

from 850 under AIREBO to 207 bar with the new model. The errors
in predicted heats of vaporization are reduced by approximately
30%, to below 3 kJ mol−1.

While a number of additional parameters have been introduced
into the model (one pair of Lennard-Jones parameters for each coor-
dination state of carbon), this is done to capture the physically
realistic variation of atomic size and dispersion with changes in elec-
tronic bonding environment. The substantially improved agreement
with experimental energetics, PV properties, and liquid structure,
even for compounds not used in the fitting procedure, indicate
that the new model should be transferable to other hydrocarbon
systems.

Figure 9. Carbon–carbon pair correlation function gCC for liquid ethane
at 105 K as calculated by AIREBO and the current model, and from
experiment.31 [Color figure can be viewed in the online issue, which is
available at www.interscience.wiley.com.]
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Abstract. We present results from molecular dynamics simulations of shock-induced hydrodynamic 

void collapse in a model energetic crystal. During void collapse, hotspot formation is observed that 

leads to subsequent detonation. The hotspot formation mechanism is identified as shock energy 

focusing via jetting. There is another initiation mechanism that arises from the interaction of 

reflected shock waves with the rigid piston, which is considered to be an artifact. Such artifact can 

be eliminated by altering the location of the void. The detonation threshold as a function of the 

velocity of the driven piston is determined for various void geometries. It is found that a system 

containing a void has a lower detonation threshold than that of a perfect energetic crystal. The 

amount of reduction of the detonation threshold depends on the geometry of the void. For square 

voids, there exists a minimum size above which reduction of the detonation threshold occurs. 

Among voids that have an equal volume, the void that is elongated along the shock direction gives 

the lowest detonation threshold. 

Introduction 

It is well established that detonation in solid explosives can be facilitated by void collapse and that 

initial chemical reactions occur at so-called “hotspots” [1-3]. However, the hotspot formation 

mechanism, i.e. why chemistry is localized, has not been fully established at the atomic level. 

Jetting occurs in many high speed phenomena and serves as an important means to concentrate 

energy that causes, for example, the Munroe effect [4] and cavitation erosion [5, 6]. The Munroe 

effect in shaped charges can be quantitatively described by liner collapsing models [4, 7]. However, 

the application of these models to general void collapse is not obvious because the assumption that 

the jetting material is an inviscid/incompressible fluid may not hold. Unlike shaped charges, void 

collapse in water is closely related to void collapse in energetic material. Thus it is reasonable to 

link jetting to hotspot formation, as supported by both numerical and experimental results. Mader 

studied shock collapse of a spherical void using reactive hydrodynamics [8]. It was found that a high 

temperature liquid jet emerges during void closure due to energy convergence. More recently, 

jetting has been observed in studying the shock collapse mm-size voids in gel, in which case high 

speed jet impact on the downstream wall is the main mechanism for ignition [2, 9, 10]. However, it 

is not clear whether those macroscopic observations can be extended to nanometer-scale voids. At 

the atomic scale, where the transient nature of these processes limit experimental studies, molecular 

dynamics simulations have provided many useful insights into detonation as well as hotspot 

formation [11-15]. Hatano has reported an elevated temperature and an increased number of 

energetic collisions during collapsing of a rectangular void. Such shock chemistry enhancement is 

due to momentum/energy focusing although no jetting was observed [15]. A planar gap defect, 

which precludes any convergence of the spallated material, has also been shown to reduce the 

detonation threshold by as much as 20% in  model system [13]. A recompaction model has been 

used to explain the hotspot formation mechanism for such defects; this model considers heating 

from recompression of the ejected particles at the down-stream wall [14]. This model predicts that 

size-dependent sub-threshold detonation with chemical reaction initiates in the compressed gas 

instead of the down-stream wall. Molecular dynamics simulations by Germann et al. investigated 
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two-dimensional energetic materials containing circular or elliptical voids. They observed jet 

formation and void shape-dependent detonation behavior [16]. Nomura et al. used molecular 

dynamics simulations and the ReaxFF many-body reactive potential energy expression to model the 

collapse of a spherical void in an RDX crystal [17]. They observed the formation of a jet that was 

accelerated through the void due to focusing from the void walls. 

We have simulated shock collapsing of rectangular voids [18] and identified the detonation 

mechanism at both the mesoscale and the atomic scale. At the mesocale, jetting is the primary 

feature that appears during void collapsing that leads to hotspot formation. At the atomic scale, 

vibrational up-pumping which is followed by bi-molecular reaction triggers the onset of detonation. 

In this work, we address two important issues that have not been sufficiently covered in our 

previous report. The first one is the effect of the location of the void on the detonation threshold 

from which we identified an undesirable detonation mechanism that arises from the finite system 

size. The second issue is to investigate the effect of the void shape on detonation sensitivity in terms 

of size and aspect ratio. These results provide useful insights in understanding shape-dependent 

shock chemistry during void collapsing. 

Simulation System 

The reactive force field. The energetic material used in this study is a model nitrogen cubane 

crystal. A recently developed reactive state summation (RSS) potential is used to model nitrogen-

nitrogen interactions [19]. This potential is designed to model the exothermic dissociation of 

nitrogen cubane molecules into diatomic nitrogen molecules. This potential has been tested in 

thermal decomposition and mechanical shock simulations in three-dimensional systems [19]. Steady 

detonation has been observed to propagate at an intrinsic speed. In addition, this energetic material 

model has been used to simulate a plastic bonded explosive (PBX) [20] and shock collapsing of 

rectangular voids [18].  

Model explosive containing voids. The initial configuration of the system is a thin slab geometry. 

Nitrogen cubane molecules are packed in simple cubic structure in a simulation box of 46×52×0.9 

nm
3
. The system is periodic in Y and Z-directions, and shocks propagate along positive X-direction. 

Rectangular voids are created by removing nitrogen cubane molecules from a perfect crystal. The 

relevant characteristics of the void are a longitudinal length (in the X-direction) and a transverse 

length (in the Y-direction). The void dimension in the Z-direction is infinite due to the periodic 

boundary condition. Three types of voids with different locations along the X-direction were 

created: (L, left aligned) the left boundary of the void is fixed so that the thickness of the upstream 

wall (the material between the piston and the void) is 10 nm; (R, right aligned) the right boundary of 

the void is fixed so that the thickness of the downstream wall (the material between the far-end of 

the explosive and the void) is 10 nm; (C, center aligned) the center of the void is fixed at the center 

of the system. This is to investigate how the location of the void effects detonation behavior in a 

finite system. Three series of voids were investigated: (I) varying the transverse length while 

keeping a constant longitudinal length; (II) varying the size of the void while keeping a square 

shape; (III) varying the aspect ratio of the void while keeping the volume (especially the project area 

in the X-Y plane) constant. A shock is generated by a moving rigid piston. The detonation threshold 

was obtained by systematically varying the piston velocity to determine when the system detonates. 

Results and Discussion 

The effect of void locations. Plotted in Figure 1 are the detonation thresholds for series I. Three 

types of voids (L, R and C void) are included. The detonation thresholds of R voids and C voids 

almost overlap. For voids with a small longitudinal dimension, there is no reduction of detonation 

threshold. Above a critical length, the detonation threshold decreases monotonically with increasing 

longitudinal length. For L voids, the detonation thresholds deviate from R voids and C voids at 

small longitudinal lengths. In those cases, it was found that the initiation occurs not in the vicinity 
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of the void, but near the piston. As the ejected energetic molecules hit the downstream wall, a 

compressive reshock wave is reflected back. When this reshock wave reaches the rigid piston, 

detonation occurs. This type of sub-threshold detonation is a result of the finite thickness of the 

upstream-wall and is thus considered an artifact. Fortunately, it is straight forward to exclude such 

artifacts by examining the location of initial chemical reactions. Figure 2 illustrates the two types of 

detonation initiation for a L void. The initiation due to the artifact discussed above is located 

adjacent to the rigid piston. After removing these initiations from the data, the detonation threshold 

curve for L voids overlaps very well with the other two curves. Therefore, the location of the voids 

along the X-direction, or the thickness of the upstream/downstream wall, does not affect the 

detonation behavior. Simulations shown below are based on C voids only. 
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Figure 1 Detonation thresholds are shown for voids (series I) with different longitudinal lengths but 

keeping the transverse length constant (14 nm). 

 

 
(a) 

 
(b) 
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Figure 2 The sequence of void collapse for an L void (12 nm by 14 nm). The piston speed is above 

the true detonation threshold so that the hotspots from void collapsing as well as from the artifact 

appear. Gray represents the potential energy of nitrogen in the perfect nitrogen cubane. Black 

represents low potential energy of nitrogen in detonation products including diatomic and small 

amount of oligomeric nitrogen molecules. Therefore, the growing black region is the detonation 

region. Note that there are two detonation initiation locations that are marked by the arrows in pane 

(f). The left one is an artifact from the interaction of the reflected shock wave and the rigid piston. 

The right one is from void collapsing. 
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Shape evolution of the jet. The observed sub-threshold detonation behavior is due to jet formation 

as illustrated in Figure 2. As the shock wave reaches the upstream wall of the void, material is 

ejected and begins to fly toward the downstream wall. This causes the material of the upstream wall 

to be compressed vertically by adjacent regions above and below. This can be seen by the shape 

change of the upstream wall and also the curving side walls. Consequently, the material in the 

upstream wall expands in the shock direction and a jet is formed. Illustrated in Figure 2(a) is the 

shape evolution of the jet. First, the flying molecules maintain an almost flat front. At this stage, the 

detonation threshold remains the same as the perfect crystal. Then due to the compression from the 

side walls, two corner-jets emerge near the side walls and move towards the centerline, which 

resembles experimental observations [9]. Those corner-jets are energetic enough to reduce the 

detonation threshold. Therefore, it is the formation of the corner-jets that sets the critical length in 

the longitudinal direction as shown in Figure 1. Finally, the two corner-jets combine to form an 

even more energetic single jet. The jet does not travel at a constant speed. Instead, its front is 

accelerating as evidence by the increased spacing between each profile in Figure 3. 

 

 
Figure 3 Shape evolution of a jet with equal time intervals. Only the edge of the jet and the 

boundary of the voids are shown. The downstream wall is removed. 

 

Size-dependent shock sensitivity of squared void. Figure 4 shows the detonation thresholds for 

square voids with different sizes (series II). Similar to Figure 1, there exists a critical void size to 

initiate sub-threshold detonation. The threshold piston speed decreases with increasing void size 

that is larger than 8 nm. 
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Figure 4 Detonation thresholds for square voids (series II) with different sizes. 
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Aspect ratio-dependent shock sensitivity. To further illustrate the effect of the void shape, plotted 

in Figure 5 are the detonation thresholds of series III. It is clear that elongated voids along the shock 

direction are the most effective to sensitize explosives. 

 

 

0 0.5 1 1.5 2 2.5 3
X/Y

1.2

1.3

1.4

1.5

1.6

T
h

re
sh

o
ld

 P
is

to
n

 V
el

o
ci

ty
 (

k
m

/s
)

 

Figure 5 Detonation thresholds for a void (series III) with a constant volume (a constant projected 

area in X-Y plane of 200 nm
2
) but different aspect ratio. 

 

Hotspot formation mechanisms. As illustrated in Figure 3, the shock energy localizes mainly via 

jetting. The degree of localization, which determines the intensity of the hotspot formation, depends 

sensitively on the shape of the voids. Upon shock, the materials in the up-stream wall are ejected 

and subject to continuous accelerating from behind and by the side wall. Therefore, the impact 

velocity of the ejected material on the down-stream wall increases as the void length in the shock 

direction increases. This explains the main feature in Figure 1, 4 and 5 that larger voids lead to a 

lower detonation thresholds. The hotspot formation mechanism in this study agrees with the 

momentum and energy focusing [15]. The shape dependency observed here is similar to a 

temperature representation reported in Ref. [14]. Contrary to a previous report [13], we observe no 

reduction in detonation threshold for systems with planar gaps (up to 20 nm in width) for C and R 

voids. This is because jetting is impossible for a planar gap. However, systems with gaps (L voids) 

show reduced detonation thresholds. This is again due to the artifact that the reshock wave reaches 

the piston. 

Summary 

We observed void collapsing in a model energetic crystal that leads to hotspot formation through 

jetting. This causes a reduction of the detonation threshold of an energetic crystal containing a void. 

The strength of jetting depends on the geometry of the void. An artifact of detonation initiation, 

which is caused by the reflection of a shock wave, is identified. Such an artifact can be avoided by 

changing the position of the void. A critical length of the void in the shock direction exists for sub-

threshold detonation. 
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Molecular Simulation of the Influence of Interface Faceting on the Shock Sensitivity of a
Model Plastic Bonded Explosive
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Molecular dynamics simulations are used to model the shock loading of an interface with various degrees of
nanometer scale faceting between an inert binder and an energetic crystal. The facets create regions of local
compression that induce exothermic reaction that leads to local hotspots and an increased shock sensitivity
to detonation. Two mechanisms for compression and hotspot formation are identified that depend on the
shock impedance mismatch between the binder and energetic crystal, namely shock focusing and local
compression of the facets. These results provide a possible explanation for why spherical RDX crystals in
cast polymer-bonded explosives appear less shock sensitive than RDX with more faceted morphologies.

I. Introduction

Despite decades of intensive research, understanding and
ultimately controlling the shock sensitivity of high explosives
remains one of the most challenging unsolved issues facing the
energetic materials community. It is now well established that
initiation originates from “hotspots” that can arise from the
interaction of shocks with defects such as shear bands,
heterogeneous interfaces, voids, and occlusions.1 The details of
this interaction, however, are not completely established and
can differ widely from system to system. Chemical impurities,
for example, can play a large role in hotspot formation and
initiation, as can void collapse accompanied by adiabatic heating
or jetting. The size of energetic crystals is also known to
influence sensitivity, where small crystals are generally less
sensitive than larger crystals.

The role of morphology and chemical purity in determining
the sensitivity of so-called “reduced sensitivity” (RS) 1,3,5-
trinitro-1,3,5-s-triazine (RDX) has been of continuing interest
over the past two decades. van der Steen et al. initially reported
that the shape of RDX crystals bound into a plastic bonded
explosive (PBX) can have a large influence on sensitivity, with
rounder crystals producing less sensitive materials.2 Researchers
at the French company Soci’et’e Nationale des Poudres et
Explosifs subsequently reported the discovery of an RDX that
when incorporated into a cast PBX significantly lowers the shock
sensitivity.3 The French researchers reported that their RS RDX,
which is created by a recrystallization process, cannot be
differentiated from conventional RDX by particle size, physical
or chemical considerations, or the impact sensitivity of the neat
crystals.4 Follow-up studies by Australian researchers appear
to confirm this result and also demonstrate that other RDX forms
produced by other manufacturers can also lead to RS when cast
into a PBX.4 On the basis of examination of scanning electron
micrographs, it appears that the crystals of all of the RS RDX
tend to be more rounded than the other non-RS RDX forms.4,5

More recently, Doherty and Watt reported results from an
extensive interlaboratory study of the chemical and physical
properties (including impact and shock sensitivity) of seven
types of RDX from five manufacturers.6 These studies indicated

that the impact sensitivity of neat samples of the various forms
of RDX do not vary to a significant extent but that when cast
into a PBX there are measurable differences in shock sensitivity
between RS RDX and other forms of RDX. They also noted
that the amount of HMX in each sample, which is a common
impurity arising from the production of RDX, can have a
profound influence on shock sensitivity. Most of the RS forms
of RDX have a low HMX content, but this is not sufficient to
guarantee RS. The role of crystal morphology was not explicitly
addressed in this study.

Baer has used the CTH shock physics code to model the
mesoscopic scale shock dynamics of packed neat HMX crystals
and HMX crystals incorporated into a PBX.7,8 He noted the
formation of hotspots in the simulations from plastic flow and
jetting into voids as well as from shock focusing due to
differences in shock impedances in the material. For the packed
crystal simulations, flow into the intercrystal regions was the
dominant mechanism for hotspot formation. To probe the
influence of crystal shape on shock properties, simulations of
the shock loading of a regular array of spherical and cubic HMX
crystals within a PBX were carried out, where the latter had a
random rotational orientation. Larger pressure fluctuations were
noted for the spherical crystals that arise from resonances in
shock reflections due to the regular arrangement of crystals that
are suppressed by the random rotations of the cubic crystals. A
reactive model in which chemistry is initiated by a pressure
threshold was also incorporated into a simulation of the shock
compression of packed neat HMX crystals. A comparable study
in a PBX, however, was not reported, and no further studies of
the influence of crystal morphology or shock focusing on hotspot
formation were noted.

Baer’s modeling provides an explanation for why there is no
difference in the impact sensitivity of neat crystals of RS and
other RDX forms as reported by Doherty and Watt; hotspot
formation and subsequent initiation is determined by material
expansion in intercrystalline voids, which is largely unaffected
by the purity or crystal morphology (for the same range of
crystal sizes). However, it does not explain why the RS is
manifest in the cast PBXs.

To further probe the possible role of crystal morphology on
the sensitivity of cast PBXs, we have carried out molecular* To whom correspondence should be addressed. E-mail: shiy2@rpi.edu.
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dynamics simulations of the shock loading of interfaces with
different degrees of nanometer-scale faceting between an inert
binder and a model energetic crystal. Our simulations suggest
that interface faceting can induce hotspots at specific locations,
and for our model these hotspots can reduce the detonation
threshold by as much as 24%. Two effects contribute to the
mechanism of hotspot formation and enhanced sensitivity at a
faceted interface depending on the shock impedance mismatch.
When the velocity of a driven shock is larger in the binder than
that in the energetic crystal, a planar shock front is refracted
and focused toward the region between facets in the energetic
crystal. This focusing is analogous to that reported by Baer in
his mesoscopic scale modeling. In the second effect, the interface
becomes flattened such that the tips of the facets that protrude
into the binder are preferentially compressed. Unlike systems
with a flat interface where detonation initiates randomly, the
location of the hotspot for systems with a faceted interface is
determined by the above mechanisms.

II. Computational Model

The simulated binder-crystal interface used in this study is
composed of a model nitrogen cubane crystal and a single-
component inert binder. For nitrogen, a recently developed
reactive state summation (RSS) potential is used.9 This potential
is designed to model the exothermic dissociation of nitrogen
cubane molecules into diatomic nitrogen molecules. This
potential has been tested in thermal decomposition, mechanical
shock, and void collapsing simulations in three-dimensional

systems.9,10 Steady detonation has been observed to propagate
at an intrinsic speed. A pair-additive Morse potential was used
for the binder-binder interactions.

where εB-B is 0.0003 eV, FB-B is 8.0 Å-1, σB-B is 3.0498 Å,
and εB-B

shift is 2.21 × 10-6 eV. The cutoff is 3.75 Å. The
interaction between nitrogen and binder atoms is modeled by a
truncated and shifted Lennard-Jones potential

where εB-N is 1.0 eV, σB-N is 3.3409 Å, and εB-N
shift is 1.0 eV.

The cutoff is 3.75 Å, which is the interatomic distance
corresponding to the energy minimum. Therefore, this interac-
tion is purely repulsive.

A thin slab geometry was used for the composite. The system
contains about 40 000 binder atoms and 200 000 nitrogen atoms
and has initial dimensions of 93.2 × 35.5 × 0.86 nm3. The
system is periodic in the Y and Z directions, with the X direction
being the shock direction. The nitrogen cubane molecules and
the binder atoms are both in their energy minima and were
initially packed with a lattice constant 0.4313 nm9 in a simple
cubic and a face-centered cubic lattice, respectively. This

Figure 1. Illustrations of atomic configurations from a simulation of the shock loading of system I. The velocity of the driven piston is just above
that needed for detonation. The atoms are colored according to their potential energy so that atoms with low potential energy appear darker. Time
from frames (a)-(c) are 2.28, 8.36, and 14.44 ps, respectively.

EB-B(rij) ) εB-B(e2FB-B(σB-B-rij) - 2eFB-B(σB-B-rij)) + εB-B
shift

(1)

EB-N(rij) ) 4εB-N((σB-N/rij)
12 - (σB-N/rij)

6) + εB-N
shift

(2)
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produces a mechanically stable configuration and creates a
coherent interface between the binder and energetic crystal. The

〈100〉, 〈010〉, and 〈001〉 directions of both the binder and
the energetic crystal are parallel to the X, Y, and Z directions of
the simulation box, respectively. Shock simulations on com-
posite systems with binder’s and explosive’s <110> and <111>
directions parallel to the X direction (the shock direction) as
well as systems that are twice as large in the Z direction have
shown the same results regarding the location of the hotspots
and reduced detonation threshold due to interface geometries.

Figure 2. Illustrations of atomic configurations from a simulation of the shock loading of system III. The velocity of the driven piston is just above
that needed for detonation. The atoms are colored according to their potential energy so that atoms with low potential energy appear darker. Time
from frames (a)-(c) are 3.80, 6.84, and 9.12 ps, respectively.

Figure 3. Shock Hugoniots for the binders in system I (circles), II
(squares), and III (triangles) and the energetic crystal (solid line). The
Hugoniots are parabola fits assuming shock velocity scales linearly with
piston velocity. On the basis of the mirror-reflection Hugoniot ap-
proximation, the reshock (lower-right dashed line for system I) and
decompressive isentrope lines (upper-left dashed line for system III)
are drawn from the detonation threshold for the pure explosive. The
dot-dashed straight lines have a slope of the negative of the initial binder
density times the shock velocity according to the acoustic approxima-
tion. The detonation threshold is the intersection point of those lines
with the binder’s Hugoniot.

Figure 4. Threshold piston velocities as a function of interface angle
for system I (circles), II (squares), and III (triangles). A flat interface
has an angle of 180°. The measured threshold values have an accuracy
of (0.013 km/s.
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Both the binder and energetic crystal were first cut to
matching shapes and then brought to close contact to form either
infinite flat interfaces (analogous to a PBX with spherical
explosive particles) or zigzag interfaces (analogous to a PBX
with faceted particles), as illustrated in Figures 1a and 2a. The
average thickness of the binder is approximately the same for
all interface shapes. The system starts at 0 K, and there is no
temperature or pressure control in the subsequent MD simula-
tions. A supported shock is created by displacing the first layer
of the binder atoms at a constant rate toward the composite
interface. The system is considered to detonate when the
potential energy of the energetic crystal, which continuously
increases due to shock compression, reaches a maximum and
starts to decrease as a result of extensive exothermic reactions.
Prior studies have shown that once this criterion is met, further
dynamics with this potential will lead to a steady-state detona-
tion. Minimum piston velocities needed to initiate detonation
were determined by performing multiple simulations with
different piston velocities which is similar to ref 10.

Three composite systems with different masses for the binder
particles (and hence different densities) but identical atomic
interactions were used to study how shock impedance matching
affects the detonation threshold. The density ratio of binder over
energetic crystal is 1/5, 1, and 5 for systems I, II, and III,
respectively. The parameters for the binder-binder interaction
were chosen so that the shock velocity of the binder in system
II and the energetic crystal is identical within the range of piston
speeds investigated here. Therefore, the shock velocity of the
binder in system I (III) is always higher (lower) than that of
the explosive given the same piston speed. Consequently, as
shown in Figure 3, the pressure-piston velocity Hugoniot curves
of the binders in system I, II, and III are below, on top of, and
above that of the energetic crystal, respectively.

III. Results

Snapshots from simulations of systems I and III are illustrated
in Figures 1 and 2, respectively, for a faceted interface with a
facet angle of 90°. In both cases the piston velocity is above
that needed to initiate detonation. As the rigid piston compresses
the binder, an initially planar shock front is generated in the
binder that propagates along the X direction. As the shock front
propagates through the binder, extensive plastic damage is
generated (cf. Figure 2c). For system I, where the shock
impedance of the energetic crystal is larger than that of the
binder, compressive reshock waves reflect back into the binder.
In contrast, for system III, where the impedance of the energetic
crystal is larger than that of the binder, decompression waves

reflect back into the binder. For system II, where the shock
impedance of the binder and crystal match, there are no
reflection waves, and all of shock is transmitted from the binder
to the crystal. Thus, the transmitted pressure inside the energetic
crystal is greater, equal to, or smaller than the pressure of the
compressed binder for system I, II, and III, respectively.

Detonation of the energetic crystal after the shock travels
through the interface depends on the velocity of the driven
piston. Plotted in Figure 4 is the minimum piston velocity
needed to initiate detonation as a function of the wedge angle
of the interface for the three systems. There are two important
features to this data. First, the threshold piston velocity decreases
with increasing density (mass) of the binder. Second, for each
system the threshold piston velocity decreases monotonically
with decreasing facet angle. To quantitatively understand the
first feature, we focus on systems with flat interfaces. The full
derivation of the two equations below will be given in the
Appendix.

It can be assumed that the interface between the binder and
the energetic crystal acts as a piston, and at the threshold
detonation conditions the interface velocities and the pressure
at the interface for different composites are identical and should
be equal to that required to initiate detonation of the pure
energetic system (measured in prior studies to be 1.61 km/s
and 32.5 GPa). If the shock speed D of the binder and the
explosive is linearly related to the piston speed U such that D
) a + bU, the threshold piston velocity can be calculated under
an acoustic approximation as11,12

where UB
Th is the threshold piston velocity for a composite system

and UX
Th is that of the pure explosive, and FX

0 and FB
0 are the

initial densities of the explosive and the binder, respectively.
Alternatively, the piston velocity and pressure of the binder can
be related to those of the interface by the reshock Hugoniot (in
the case of system I) or the decompression isentrope (in the
case of system III). Assuming those curves are mirror reflections
of the principal Hugoniot of the binder (see ref 13), the
detonation threshold in terms of binder piston velocity can be
calculated as

Given in Figure 5 are threshold piston velocities for systems
with the flat interfaces calculated from eqs 3 and 4 plotted
against the values determined from the simulations. Data are
given for systems I, II, and III together with two additional
binder/energetic crystal combinations with intermediate density
ratios. Except for the composite with the lightest binder, both
equations predict the threshold values within 10% of that
determined from the simulations. This level of agreement is
sufficient to establish that the difference in threshold piston

Figure 5. Threshold piston velocities calculated from eqs 3 and 4
plotted against threshold velocities determined from the simulations
for five density ratio (FX

0 /FB
0 ) as labeled in the plot.
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- 2aB + bBUX
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velocities for the flat interfaces is due mainly to shock
impedance mismatch.

Detailed analysis of the simulation dynamics revealed two
mechanisms that are responsible for the dependence of the
threshold piston velocity on the facet angle. For system I, the
effective piston speed for compression of the energetic crystal
(the interface speed) is slower than the piston speed of the
binder, and hence the shock front slows down as it propagates
from the binder to the energetic crystal. This causes bending of
the shock front and focusing of the shock pressure into the
region of the energetic crystal between the facets. The degree
of bending of the shock front away from the original shock
direction, and hence the amount of focusing, increases for
sharper interfaces. Illustrated along the bottom of the box in
Figure 6a are the atomic coordinates for system I projected onto
a single plane just after a shock front passes a faceted interface.
The velocity of the piston driving the shock is just above the
threshold velocity for detonation. The atoms in the binder and
energetic crystal are red and blue, respectively, and the yellow
dot indicates the position at which the hot spot will form. The
three-dimensional bar graph above the atom positions indicates
the corresponding coarse-grained potential energy of the atoms.
There is a local increase in the potential energy due to shock
focusing at the point where the hotspot will form. Figure 6c
illustrates the same system a little further in the trajectory. The
shock front, which is visible as the sudden increase in the
potential energy bar graph, has moved further into the energetic
crystal. The increase in potential energy between the facets in
the energetic crystal due to focusing was sufficient to overcome
the barrier for reaction, and the potential energy has dropped at
this local point as exothermic reaction is initiated. This drop in

potential energy results in a corresponding increase in local
kinetic energysthe hotspotsthat grows and transitions into the
detonation.

Panels b and d in Figure 6 illustrate the same quantities for
system III as those considered for panels a and c for system I.
The yellow dots in panel b indicate two places where hotspots
will form (one of the dots skirts the periodic boundaries). The
dots labeled SF arise from shock focusing as in system I.
However, because the effective piston speed for compression
of the energetic crystal (the interface speed) is faster than the
piston speed of the binder, the focusing occurs at points in the
energetic crystal near where the tips of the binder protrude into
the energetic crystal. As in system I, this focusing locally raises
the potential energy. The second hotspot for this system occurs
between the facets as in system I but is located closer to the
interface than in system I. This second hot spot is due to a
flattening of the interface and hence preferential compression
of the facets. It is apparent from the localized drop in the
potential energy visible in the bar graph in panel d in Figure 6
that both the shock focusing and facet compression are sufficient
to induce exothermic reactions. For this system, however, the
hotspot and subsequent initiation of detonation occur more
readily from the latter.

IV. Summary

The simulations reported herein were motivated by the recent
interest in understanding the origin of the RS reported for several
grades of RDX and specifically to explore how a smoother
crystal embedded within an inert matrix might reduce the
sensitivity of a PBX. Our simulations demonstrate that a
nanometer-scale faceted interface structure between a binder and

Figure 6. Coarse-grained potential energy (relative to the unperturbed explosive in units of eV/atom) and illustrated snapshots for an initial 90°
facet for system I (panes a-c) and system III (panes b-d). Panes (a, b) are before and (c, d) are after the onset of detonation. The entire simulation
cell is illustrated except for pane (d), where the system is doubled in the Y direction for better illustration of the hotspot. Yellow dots in panes (a,
b) indicate the locations of the hotspots from shock focusing (SF) and preferential compression (PC). The piston speeds are just above the detonation
threshold for each system (2.021 and 0.998 km/s for systems I and III, respectively). Binder atoms are red and nitrogen atoms are blue.
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energetic crystal can influence sensitivity via two mechanisms:
shock focusing and facet compression. How these two mech-
anisms translate to larger scales is unclear; however, based on
the shock focusing noted by Baer the former mechanism likely
operates at the grain scale.
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Appendix. Derivations of Detonation Thresholds for
PBXs with Flat Interfaces.

The detonation thresholds for energetic composites with flat
interfaces are given in eqs 3 and 4 in the main text. In a PBX
system, the detonation threshold, as characterized by the piston
velocity that drives the binder, is different than that for the pure
explosive. This is due to impedance mismatch between the
binder and the explosive. From the continuity conditions across
the binder and explosive interface, one can calculate the
detonation threshold values for the PBXs based on the threshold
values for the pure explosive as well as the material properties
of the binder. The derivation will be given here.

We assume a linear relationship between the piston speed U
and the shock speed D, so that

Here a and b are materials constants that can be obtained via a
linear fitting from our simulation data. Subscript B denotes the
binder and X denotes the explosive. From mass conservation
and momentum balance

Here PB and PX are pressures of the compressed state inside
the binder and explosive being driven by a piston. Note that
eqs A3 and A4 describe the behavior of isolated binder and
explosive. In a PBX composite, since the binder is driven
directly by the piston, eq A3 remains valid. FB

0 and FX
0 are initial

densities for the binder and the explosive.
Based on the assumption that, at threshold detonation, the

interface pressure/velocity equals the threshold detonation
pressure/piston speed for a pure explosive, the PBX interface
is essentially a piston driving the explosive. Thus

Here PI and UI are the interface pressure and velocity in a PBX
setting. UX

Th is the threshold piston speed for a pure explosive
to detonate.

Now we need one additional relation from one of the
following approximations that originate from continuity across
the binder-explosive interface. Please note that these two
approximations give very close results that agree with the
molecular dynamics simulation results reasonably well, as shown
in Figure 5.

Acoustic Approximation. Based on the acoustic approxima-
tion (refs 11 and 12)

Substituting PB, PI, DB, and UI using eqs A3, A5, A1, and A6,
eq A7 becomes

Solving the above quadratic equation for UB and two solutions
can be obtained. It can be shown that these two solutions have
opposite signs therefore the negative solution is discarded. Thus,
the threshold piston speed for the energetic composite is (same
as eq 3 in the main text)

Mirror-Reflection Hugoniot Approximation. Based on the
mirror-reflection Hugoniot approximation (ref 13), the reshock
or the decompressive isentrope for the binder is the mirror
reflection (around U ) UB) of the primary Hugoniot of the
binder (eq A3). Therefore, it has the following functional form
in the pressure vs piston speed domain:

This reshock/decompressive curve intersects with the Hugoniot
of the explosive at (UI,PI). Therefore, (UI,PI) satisfies eq A10

Again substituting PI and UI using eqs A5 and A6

Solving the above equation for UB and two solutions can be
obtained. One of them is negative for the parameters from
molecular dynamics simulations. Thus, the threshold piston
speed for the energetic composite is (the same as eq 4 in the
main text)
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Shock-induced melting of „100…-oriented nitromethane:
Structural relaxation
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Molecules subjected to shock waves will, in general, undergo significant intramolecular distortion
and exhibit large amplitude orientational and translational displacements relative to the unshocked
material. The analysis of molecular dynamics simulations of strongly perturbed materials is
complicated, particularly when the goal is to express time-dependent molecular-scale properties in
terms of structural or geometric descriptors/properties defined for molecules in the equilibrium
geometry. We illustrate the use of the Eckart–Sayvetz condition in a molecular dynamics study of
the response of crystalline nitromethane subjected to supported shock waves propagating normal to
�100�. The simulations were performed with the nonreactive but vibrationally accurate force field
due to Sorescu et al. �J. Phys. Chem. B 104, 8406 �2000��. Shocks were initiated with impact
velocities of Up=0.5, 1.0, 2.0, and 3.0 km s−1 in crystals at initial temperatures of T0=50 and
200 K. Statistical precision in the analysis was enhanced through the use of a spatiotemporal
reference frame centered on the advancing shock front, which was located as a function of time
using the gradient of the kinetic energy along the shock direction. The Eckart–Sayvetz condition
provides a rigorous approach by which the alignment can be obtained between a coordinate frame
for a perturbed molecule and one in a convenient reference frame �e.g., one based on the equilibrium
crystal structure� for analyses of the molecules in the material as the system evolves toward
equilibrium. Structural and dynamic properties of the material corresponding to orientation in the
lattice, translational symmetry, and mass transport �orientational order parameters, two dimensional
radial distribution functions, and self-diffusion coefficients, respectively� were computed as
functions of time with 4 fs resolution. The results provide clear evidence of melting for shocks
initiated by impacts of at least Up=2.0 km s−1 and provide insights into the evolution of changes at
the molecular-mode level associated with the onset of the melting instability in shocked crystal.
© 2009 American Institute of Physics. �DOI: 10.1063/1.3202441�

I. INTRODUCTION

The passage of a shock wave through a material results
in rapid increases in temperature and pressure.1 Thus, in gen-
eral, material immediately behind a shock front is in a highly
nonequilibrium thermodynamic state—characterized by large
spatial gradients of local physical properties as well as non-
thermal modal distributions of internal energy—that, if it ex-
ceeds the mechanical or chemical stability limits of the ma-
terial, may relax irreversibly via kinetically limited pathways
such as phase transitions2,3 or chemical transformations.4–6

Although recent experimental advances7–9 have provided
valuable information concerning energy transfer rates and
pathways, phase transitions, and in situ chemistry on small
time and space scales, it is still extremely difficult if not
impossible to obtain from experiment complete information
concerning the detailed molecular dynamics �MD� of me-
chanical instabilities or chemistry in shocked materials.
However, MD simulations can be used to study such phe-
nomena and are ideally suited for doing so due to the short
times and spatially localized nature of many of the processes

of interest.10 The principal concerns in any MD simulation
are the accuracy of the force field and, of course, the validity
of the classical approximation. Of particular concern in
simulations of shocked materials is the need to simulate
pieces of material sufficiently large and for times sufficiently
long to capture the dominant physical relaxation or chemical
transformation processes that occur for the dynamic load re-
gime of interest. For short time-scale �subnanosecond� simu-
lations using an analytic force field, fully atomic simulations
can be performed for systems containing tens of millions of
atoms for organic materials11 and hundreds of billions of
atoms in the case of metals.12 Although theoretical models
for the basic mechanisms of energy redistribution in shocked
materials exist,13–16 a clear picture of the detailed dynamics
on short time scales is lacking.

From the time dependence of the phase-space coordi-
nates obtained from a MD simulation it is easy to extract the
total energy deposited in a molecular material due to shock
loading, but information about the time dependence of the
partitioning of energy among the molecular modes is essen-
tial for a complete understanding of what physical or chemi-
cal changes may occur and on what time scales. Thus, it is of
interest to identify and characterize the fundamental pro-
cesses that underlie these changes in microscopic state in
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material subjected to a particular set of shock parameters
starting from a given initial thermodynamic condition.

One requirement for optimal analysis of information ob-
tained from MD simulations of relaxation following an ex-
treme thermal or mechanical perturbation of a molecularly
complex material is to define a suitable frame of reference.
In the case of shock wave simulations it is also useful to
know precisely where the shock front is at a given instant in
time, since passage of the shock provides a well-defined time
marker in the material relative to which subsequent analyses
can be performed. Given a supported, nondispersive, planar
shock wave propagating through a sample, as the shock
wave moves through a given volume element it produces a
near-instantaneous change in the total content and distribu-
tion of energy in that volume element. The more accurately
the instant of excitation is known, the greater the precision
with which data analysis can be performed. Moreover, if the
shock advances with constant velocity, all such instants of
shock passage across some set of symmetry-equivalent
planes in the material normal to the direction of shock propa-
gation define equivalent time origins suitable for averaging,
thereby increasing drastically the precision with which struc-
tural or dynamical processes can be determined.

Condensed-phase nitromethane has been the subject of
numerous experimental17–25 and theoretical26–46 studies. The
neat liquid is known to detonate via a homogeneous initia-
tion mechanism in response to a shock with sufficient
energy.25 For weak to moderately strong shocks, there is a
significant induction time between shock wave passage and
the transition to detonation.25 Nitromethane is a liquid at
room temperature and atmospheric pressure, which may ac-
count for the fact that no experimental measurements of the
shock Hugoniot for the solid have, to our knowledge, been
reported. Here, we report the results of a study using MD
simulations with a vibrationally accurate but nonreactive
force field34,35 to investigate the molecular-scale mechanism
for shock-induced melting of nitromethane. In particular, we
track the time-dependent orientational and spatial orders of
the molecules as well as molecular mobility prior to and after
shock passage and thereby gain insight into the mechanism
and characteristics of the shock-induced melting transition.

The rest of the paper is arranged as follows. In Sec. II
details of the simulations will be described. This includes a
description of the force field as well as the computational
method used for introducing and analyzing shocks. Section
III contains results obtained for two initial temperatures and
four different impact velocities that span the Hugoniot elastic
limit �HEL� for the �100� crystal orientation. Section IV con-
tains a summary and the conclusions.

II. METHODS

A. Force field

All of the simulations were performed using the
DL_POLY code, version 3.06.47 The vibrationally accurate but
nonreactive flexible-molecule force field due to Sorescu
et al.34,35 was used without modification. The Sorescu–Rice–
Thompson �SRT� force field has been tested extensively
against equilibrium data and produces good agreement with

bulk properties such as melting point, thermal expansion,
and pressure dependent lattice parameters.34–39 As shown in
Ref. 34, computed normal-mode frequencies and eigenvec-
tors for the SRT force field are in quite good agreement with
B3LYP /6-31G� gas-phase predictions which are, in turn, in
reasonable agreement with experimental data.

B. Simulations

Nitromethane crystallizes in the orthorhombic space
group P212121 in a unit cell containing four molecules; the
asymmetric unit is a single nitromethane molecule.48 The
measured lattice parameters at 298 K are a=5.270 Å, b
=6.375 Å, and c=8.832 Å.49 Thus, a nearly cubic block of
material can be obtained by constructing a supercell with
lattice repeats of 5, 4, and 3 along the a, b, and c directions,
respectively. However, explicit simulation of a shock wave
in the microcanonical ensemble requires the use of a super-
cell that is long parallel to the direction of shock loading. For
the current study of shocks directed along �100�, lattice re-
peat factors of 80a, 4b, and 3c were used in conjunction with
three-dimensional �3D� periodic boundary conditions, lead-
ing to primary simulation blocks containing 3840 molecules.
As shown in Fig. 1, this results in 160 layers of molecules
along the �100� direction �which corresponds to the x-axis in
our chosen laboratory frame�; each layer contains 24 mol-
ecules, which are arranged as an assembly of 12 head-to-tail
molecular dimer pairs.

The simulations were performed in two stages: Equili-
bration and shock simulation. Prior to equilibration a large
gap was introduced at one end of the system, such that the

FIG. 1. �a� Illustration of the approach used to generate shock waves. A slab
of thermalized flexible molecules 150 layers �75 unit cells� thick impacts
from the right onto an infinitely massive slab of rigid molecules ten molecu-
lar layers �five unit cells� thick. This leads to a shock wave propagating from
left to right through the flexible slab. �b� Zoom-in on the nitromethane
crystal structure.
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total length of the primary simulation cell along the �100�
direction was 1000 Å; this vacant space was included to
minimize interactions between the two free surfaces in the
shock simulation setup. This was followed by isochoric-
isothermal �NVT� equilibration at either T0=50 or 200 K for
50 000 time steps. The lattice parameters measured at 298 K
were used to define cell dimensions for the transverse direc-
tions. During the first 10 000 steps of equilibration the ve-
locities were rescaled every ten time steps, after which the
Nosé–Hoover thermostat was used with a relaxation constant
of 1.00 ps.50 The resulting average stress tensors are given in
Table I. All diagonal components of stress are less than
1.5 kbars while the shear components are essentially zero.

Simulations of shock loading were performed in the
isochoric-isoergic �NVE� ensemble in order to accurately
compute the microcanonical dynamics. Starting from the fi-
nal phase-space point of the NVT equilibrations, shocks were
initiated as follows. First, the velocities of all atoms in the
first ten molecular layers �a 5�4�3 slab� at the left-hand
end of the simulation cell were set to zero and were con-
strained to zero for the remainder of the simulation. At the
same time, −Up was added instantaneously to the
x-component of velocity for all remaining atoms in the sys-
tem. The result of this procedure is an initial condition from
which a block of thermalized flexible molecules will impact
from the right onto a rigid, infinitely massive piston com-
prised of molecules that are structurally commensurate with
the flexible slab. Integrating the microcanonical equations of
motion �i.e., Newton’s equations with no extra terms�, a
shock wave propagates along the �100� crystal direction �i.e.,
from left to right as depicted in Fig. 1�. The shock wave will
propagate with constant velocity until it reaches the right-
hand end of the simulation cell, at which time trajectory
integration is discontinued �total NVE simulation times of
�4–7 ps depending on Up�. Values of the impact velocity
Up=0.5, 1.0, 2.0, and 3.0 km s−1 were considered for initial
temperatures of T0=50 and 200 K. These initial temperatures
are well below the experimental normal melting point of
244.73 K �Ref. 51� and predictions based on various MD
simulations35,37–39 using the SRT force field, which fall in the
range of 238–266 K.

The standard Ewald summation technique was used for
the Coulomb interactions.50 A cutoff distance of 11.0 Å was
used for repulsion and dispersion and for the real-space por-
tion of the Ewald sum. The equations of motion were inte-
grated using the velocity-Verlet algorithm.50 A fixed time
step of 0.75 fs was used during the NVT equilibration; accu-
rate resolution of the H-atom motion during the NVE simu-
lations required the use of a 0.1 fs time step.

C. Moving reference frame

Prior to initiation of the shock, the molecules were in-
dexed according to layer in the crystal. Atomic positions,
velocities, and forces were recorded at 4 fs intervals for all of
the molecules in the system. As described below, some shock
strengths led to liquefaction and significant mass transport.
The index assigned to each molecule prior to initiation of the
shock was retained at all later times so that even if a particu-
lar molecule diffused through neighboring layer postshock, it
was analyzed as a member of the set of molecules that
formed a given molecular layer in the unshocked crystal.
This was done so that detailed properties for each molecule
were always recorded relative to the shock event for that
molecule.

The shock front position at a given time was determined
based on the gradient of the kinetic energy, with layer-by-
layer resolution along the direction of shock propagation.
This is a common approach that has also been extended to
nonplanar shocks.52 As shown in Fig. 2�a� the gradient of the
kinetic energy forms a sharp peak that provides resolution of
the shock front assignment with a full width at half maxi-
mum �FWHM� of approximately four molecular layers or
two a-spacings �i.e., approximately 10.5 Å in the unshocked
crystal�. The layer having maximum gradient in kinetic en-
ergy is plotted as a function of time in Fig. 2�b�. Clearly this
procedure determines with high accuracy and precision the
motion of the shock front as it progresses at constant velocity
through the crystal; and thus, with knowledge of the lattice
parameters at a given initial temperature, provides accurate
values for the shock velocity corresponding to each combi-
nation of impact velocity and initial temperature.

The efficiency of the data analysis can be enhanced sig-
nificantly by considering a moving reference frame centered
on the shock front.53,54 Specifically, as the shock passes
through the 150 layers of the flexible slab, dynamical quan-
tities at some given location in the material can be analyzed
using a time origin defined as the moment of shock passage
across that point. Further, since the shock wave does not
spread significantly over time, all points in the material are
equivalent in this transformed reference frame and therefore
averaging can be performed over all of them to improve the
statistical precision of the results. The shocks spent on aver-
age between 31.8 fs �Up=3.0 km s−1, T0=50 K� and 59.3 fs
�Up=0.5 km s−1, T0=200 K� in each layer. While it is pos-
sible to shift the data recorded for each layer by the nearest
integer step of 4 fs, and thus maintain 4 fs resolution in the
averaged data �this will be done in a study of modal excita-
tions, to be published separately�, in this work the analysis

TABLE I. Stress tensor �top entry� and rms fluctuation �bottom entry� of stress tensor during the final 30 ps
NVT equilibration using the Nose–Hoover thermostat. Units are kbar.

T �K� �11 �22 �33 �23 �13 �12

50 −1.441�10−01 4.686�10−01 4.376�10−01 −1.831�10−03 −1.244�10−03 −3.163�10−04

1.131�10+00 5.439�10−01 3.516�10−01 3.831�10−02 5.317�10−02 3.915�10−02

200 −5.996�10−02 1.119�10+00 1.407�10+00 −1.296�10−04 2.026�10−03 3.499�10−03

2.998�10−01 1.920�10−01 2.732�10−01 1.029�10−01 1.061�10−01 7.118�10−02
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was done by layers since the dynamical quantities studied
varied relatively slowly with respect to the data collection
rate. This means that data from each 4 fs snapshot contribute
to average quantities for the layer relative to the shock front;
given the regularity of the data, the assignment of snapshots
to particular layers can be accomplished using an easily
automated procedure. For example, for Up=2.0 km s−1 and
T0=200 K, the shock spends an average of 40.06 fs in each
layer. For these conditions, when the shock is first assigned
to a particular layer in the crystal, data collected for that
layer will continue to contribute to averaged properties in
the shock front layer for the next ten 4 fs snapshots. Thus
the total data recorded at the shock front layer represent
averages over 150 layers�24 molecules / layer�10 snap-
shots=36 000 molecules. Once the shock front has moved
on to the next layer, for the next ten 4 fs snapshots that same
�previously considered� layer will now contribute to proper-
ties one layer behind the shock.

III. RESULTS

A. General features of the shocked states

The calculated shock velocities, shock pressures, tem-
peratures, and uniaxial compression ratios are summarized in
Table II for each combination of initial temperature and im-

pact velocity considered. The shock pressures calculated us-
ing the Rankine–Hugoniot relation P=�0UsUp,1 where �0 is
the initial density, range from 2.9 to 31.4 GPa. Correspond-
ing temperature rises �Tf-T0�, determined by time averaging
over 100 fs intervals starting at times t=2 ps after shock
passage through a given layer, range from 16 to 836 K. In
general, lower initial temperature yields higher shock pres-
sure and smaller temperature rise for a given impact velocity
Up. The shock speeds Us in Table II are considerably larger
than those recorded for liquid nitromethane in the LASL
Shock Hugoniot Data Volume �Fig. 3�;55 we estimate a ratio
between the two of approximately 1.7 for Up=1.0 km s−1.
The first, and presumably most important, reason for this
difference is that here we are studying shock propagation
through an ordered crystal lattice rather than a liquid; con-
comitant with this are the facts that the initial density is
higher ��0�1280 kg m−3 here versus �0�1125 kg m−3 in
the experiments on the liquid� and the initial temperature
considerably lower �T0�200 K here versus T0�295 K in
the experiments�, both of which will also yield higher shock
velocities all other factors being equal.

B. Orientational order based on Eckart frame
alignment

A molecular orientational order parameter was computed
as a function of time relative to shock front passage for T0

FIG. 2. �a� Component of the gradient of kinetic energy Kx parallel to �100�
plotted as a function of the molecular layer at an arbitrarily chosen time. The
maximum in this plot is sharply peaked over an area comprising approxi-
mately two unit cells �FWHM� and serves to locate with high precision the
position of the shock front as a function of time. �b� Position of the shock
front as a function of time based on the analysis depicted in panel �a�. As
expected for the supported shocks simulated in this work, the shock front
moves through the material with a constant velocity. Results shown corre-
spond to an initial temperature of T0=50 K and impact velocity of Up

=3.0 km s−1.

TABLE II. Shock pressure, final bulk temperature, and uniaxial compres-
sion ratio for the two initial temperatures and four impact velocities consid-
ered.

T0

�K�
Up

�km s−1�
Us

�km s−1�
P=�0UsUp

�GPa�a
Tf

�K�b a /a0
c

50 0.5 4.84 3.1 66 0.879
1.0 5.79 7.4 111 0.813
2.0 6.84 17.5 310 0.712
3.0 8.17 31.4 814 0.639

200 0.5 4.46 2.9 238 0.891
1.0 5.47 7.0 302 0.822
2.0 6.61 16.9 524 0.703
3.0 7.98 30.6 1036 0.630

aThe initial density �0 was taken to be 1280 kg m−3 for both initial tempera-
tures.
bDetermined for volume elements located 2 ps behind the shock front.
cDetermined from slab dimensions between crystal layers 20 and 140 im-
mediately postshock.

FIG. 3. Shock Hugoniot loci in the Us-Up plane for initial temperatures
T0=50 K and 200 K. The lines connect the points and are simply guides for
the eye.
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=50 and 200 K and the four impact velocities Up=0.5, 1.0,
2.0, and 3.0 km s−1. The orientational order parameter for a
given molecule is defined using the rotation matrix required
to align the Eckart frame56,57 of that molecule with the Eck-
art frame of a reference molecule that corresponds to the
orientation and intramolecular geometry of the molecules in
a perfect crystal as predicted by the SRT force field at T
=0 K and P=1 atm. The Eckart frame is widely used in
studies of the chemical dynamics of small, gas-phase
molecules.58 In general, shock excitation of a molecule intro-
duces significant intramolecular distortion as well as molecu-
lar rotations and translations. Thus, the Eckart axis condition
�see Eq. �1�� is particularly useful since it defines a rigorous
separation of orientation from the internal degrees of free-
dom,

�
i=1

N

miri� � �Uri� = 0, �1�

where m is atomic mass, r and r� are, respectively, reference
and instantaneous structures with coincident centers of mass
but different intramolecular geometries and orientations in
the laboratory frame, and U�SO�3� is the particular rotation
matrix required to satisfy the identity. It can be shown59 that
this is equivalent to minimizing the mass-weighted mean
squared displacement,

min
U�SO�3�

�
i=1

N

mi�ri� − �Uri��2. �2�

We used a quaternion-based algorithm to solve for the rota-
tion matrix U.60 Application of the 3�3 rotation matrix U to
the coordinates of a particular analysis molecule r� aligns its
Eckart frame with that of the reference molecule r. We de-
fine an orientational order parameter S as one-third of the
trace of U, averaged over the M molecules in the sample,

�S	 =
1

M
�
j=1

M
1

3�
i=1

3

Uii�j� , �3�

where Uii�j� are the diagonal elements of U for the jth mol-
ecule. If a molecule and its reference structure are in perfect
alignment, then U is simply the identity matrix I and thus Sj

equals unity. Here the laboratory frame reference structure
for a given molecule was taken to be its symmetry equivalent
in the �T=0 K, P=1 atm� SRT crystal structure. Using the
moving reference frame procedure described above, the
value of the orientational order parameter �as well as other
structural metrics discussed below� at each time is actually
an average over thousands of molecules.

The results of the orientational order parameter S analy-
sis are shown in Fig. 4. At finite temperature even in a well-
ordered crystal the value of S is slightly less than 1.0 due to
thermal fluctuations. The preshock values of S are 0.98 and
0.89 for T0=50 and 200 K, respectively. The postshock be-
havior of S depends on whether, or to what extent, melting
occurs. In the absence of melting �as seen for impact veloci-
ties of Up=0.5 and 1.0 km s−1; top four traces in Fig. 4 for
t�1000 fs� there are two competing effects. Larger initial
temperature results in larger thermal fluctuations �decreasing

S�, while increased pressure in the shocked material dampens
thermal fluctuations �increasing S�. The effect of a shock due
to Up=0.5 km s−1 impact is an increased value of S for both
initial temperatures, signifying increased geometric order in
the crystal; the effect is much more pronounced for the T0

=200 K crystal. The Up=1.0 km s−1 impact produces mixed
results due to the larger amount of heat generated by the
shock. For T0=50 K, the increased temperature due to the
shock dominates over the increased pressure, slightly lower-
ing the value of S; by contrast, the initially lower value of S
for an initial temperature of T0=200 K is increased signifi-
cantly postshock due to the increased pressure.

The two higher velocity impacts �Up=2.0 and
3.0 km s−1� resulted in melting for crystals at both initial
temperatures �the four lower traces in Fig. 4�. When melting
occurs the limiting value of S and the rate at which it is
achieved depend on the temperature and pressure of the sys-
tem. In general, the equilibrium value of S in an associated
liquid will depend also on molecular shape and intermolecu-
lar forces. Dipole-dipole interactions are important in ni-
tromethane and would be expected to lead to significant de-
viations from a purely random orientational distribution. The
time dependence of the decay of S in the case of a melting
instability was well fitted by an exponential function. Shocks
due to Up=2.0 km s−1 impacts produced decay constants of
836 and 827 fs and final values of S of 0.69 and 0.62 at the
ends of the respective simulations, for initial temperatures of
T0=50 and 200 K, respectively. Thus, in light of the consid-
erations mentioned above it is not possible, based on the
results of the S-analysis alone, to discriminate between asso-
ciated liquid behavior versus vitrification for the Up

=2.0 km s−1 impacts. The stronger shocks resulting from
Up=3.0 km s−1 impacts caused a more rapid loss of orienta-
tional order, producing decay constants of 286 and 277 fs,
and limiting values of S of �0.5, for the two initial tempera-
tures. In the next sections these time constants for loss of
orientational order upon melting will be compared with
changes in two-dimensional center-of-mass mean square dis-
placement �2D MSD� and 2D radial distribution functions

FIG. 4. Orientational order parameter �see Eq. �3�� vs time for various
impact velocities and initial temperatures. Solid lines: T0=50 K; dashed
lines: T0=200 K. Black: Up=0.5 km s−1; red: Up=1.0 km s−1; green: Up

=2.0 km s−1; blue: Up=3.0 km s−1. Negative values of time correspond to
unshocked material.
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�RDFs�. These additional complementary analyses will help
distinguish between melting and vitrification for the Up

=2.0 km s−1 impacts.

C. 2D RDF

A 2D RDF for molecular centers of mass in each layer of
the crystal was evaluated as a function of time �pre- and
postshock�. The RDF defined by Eq. �4� is evaluated in the
same fashion as a standard 3D RDF except that the distances
Rij are evaluated only in the directions transverse to the
shock propagation direction �i.e., using only the y and z Car-
tesian position coordinates for the shock orientation studied
here�,

g�R� =
1

nN
�
i

�
j

��R − Rij�� , �4�

where N is the total number of molecules, n is the number
density, and Rij is the distance between centers of mass of
molecules i and j in a given layer normal to �100�.

As shown by the results discussed above in connection
with Fig. 4, shocks due to impact velocities of Up=0.5 and
1.0 km s−1 do not cause melting. The RDFs computed �not
shown� for those cases for both initial temperatures support
that conclusion: Both pre- and postshock they consist of a
collection of sharp peaks characteristic of the crystal
structure—the same as for the preshock RDFs for the stron-
ger shock cases discussed below and shown in Fig. 5. In Fig.
5, RDFs for Up=2.0 and 3.0 km s−1 impacts are shown pre-
shock and for a sequence of postshock times. The T0

=50 K initial temperature results are chosen for illustration,
since this corresponds to an initially slightly sharper distri-
bution due to reduced thermal motion compared to T0

=200 K; no significant differences in the time evolution of
the RDFs were observed with respect to the two initial tem-

peratures. As shown in Fig. 5, there is clear evidence of
shock-induced translational disordering for both the Up

=2.0 and 3.0 km s−1 impact velocities. For the Up

=2.0 km s−1 impact �see Fig. 5�a�� after 76 fs, at which time
the shock front has advanced through two layers of the crys-
tal, there is already a noticeable broadening and reduction of
peak intensities. The RDFs for subsequent times �shown at
304, 607, and 2011 fs� evolve such that after 2 ps �when the
shock front has advanced through 53 layers of the crystal�
the RDF has converged and is characteristic of a liquid. The
melting behavior of the system shocked by a 3.0 km s−1

impact velocity is much faster. The RDF has nearly con-
verged to a final liquidlike state after only 445 fs, at which
time the shock front has advanced through only 14 layers.

D. 2D MSD

2D MSDs of the molecular centers of mass �R were
computed layer-by-layer following shock front passage by
monitoring center-of-mass motion transverse to the direction
of shock propagation. The shock direction was excluded in
order to avoid complications from the large inertial motion
and abrupt stagnation associated with shock compression.
The moving reference frame described in Sec. II C was used
to average over a large number of molecules by setting t
=0 for each layer as the shock front passed through it. Thus,
in Eq. �5� we define MSD in the standard way except that Ri

is the 3D displacement vector projected into the �100� plane,
and the average is accumulated over molecules in many dis-
tinct layers with time origins defined in terms of the moving
reference frame,

MSD�t� = ��R�t� − R�0��2	 . �5�

The relationship of the 2D MSD to the self-diffusion coeffi-
cient D is

MSD�t� = 4Dt . �6�

The results of the 2D MSD analysis are shown in Fig. 6.
Prior to shock passage the value of MSD for crystals at each
temperature is small and essentially constant with time as

FIG. 5. 2D center-of-mass RDFs for an initial temperature of T0=50 K �Eq.
�4��. �a� Impact velocity Up=2.0 km s−1; �b� impact velocity Up

=3.0 km s−1.

FIG. 6. 2D MSD �see Eq. �5�� of molecular centers of mass vs time for
various impact velocities and initial temperatures. Solid lines: T0=50 K;
dashed lines: T0=200 K. Black: Up=0.5 km s−1; red: Up=1.0 km s−1;
green: Up=2.0 km s−1; blue: Up=3.0 km s−1. Negative values of time cor-
respond to unshocked material.
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expected for a solid. Following the passage of the two
weaker shocks �Up=0.5 and 1.0 km s−1� the MSD rises
somewhat and settles at a new steady-fluctuating value con-
sistent with the shock-heated material. For these cases the
material does not melt. The recursions observed in the
shocked material may be due to interactions among trans-
verse waves in the shocked material since, undoubtedly, the
uniaxial compression resulting from the shock sets up shear
stresses in the material which will relax eventually to values
that render the state in the compressed material as close to
hydrostatic as can be achieved given the highly anisotropic
nature of the shock compression.

The two stronger shocks, Up=2.0 and 3.0 km s−1 �four
upper traces in Fig. 6�, indicate significant translational mo-
bility. The MSD plots for Up=3.0 km s−1 �two upper traces
in Fig. 6� exhibit two distinct stages postshock, namely, a
steep rise in MSD immediately following the shock, fol-
lowed by a less steep and roughly linear rise in MSD for
longer times. We interpret the first stage as arising from sys-
tem readjustment during the rapid shock-induced compres-
sion, and the second as indicative of self-diffusion character-
istic of a liquid phase. For the Up=3.0 km s−1 impact
velocity, the data reach the linear-growth stage at �450 fs
for T0=50 K and �300 fs for T0=200 K. Fitting Eq. �6� to
the corresponding regions leads to predictions D
=0.12 Å2 ps−1 for T0=50 K and D=0.09 Å2 ps−1 for T0

=200 K.
For the Up=2.0 km s−1 impact velocity the transition

between initial and final regions is less well defined; how-
ever, the simulation data for both initial temperatures are
nominally linear after t�550 fs �third and fourth traces
from the top in Fig. 6�, and therefore indicative of a liquid
rather than a vitrified state. The resulting self-diffusion coef-
ficients obtained from fits to Eq. �6� are D=0.09 Å2 ps−1 for
T0=50 K and D=0.11 Å2 ps−1 for T0=200 K. Thus, it ap-
pears that although the stronger shocks caused by Up

=3.0 km s−1 impacts will deposit considerably more kinetic
energy into the crystal and will therefore result in increased
self-diffusion �all other factors being equal�, by coincidence
the increased compression associated with the Up

=3.0 km s−1 shock, which will suppress self-diffusion, ap-
proximately balances the thermal effect such that the self-
diffusion coefficients for the two cases are similar.

Experimental data have been reported for the equilib-
rium melting curve61 of nitromethane as a function of pres-
sure and for the atmospheric pressure self-diffusion coeffi-
cient as a function of temperature.24 The experimental
equilibrium melting curve data of Piermarini et al. were fit-
ted as a function of pressure �gigapascals� with the result
Tm�P�=100 ln P+389.2. Due to rapid decomposition at high
temperatures and pressures, the data only extend to P
=1.54 GPa and T=433 K. If this relationship is extrapo-
lated to the pressures we investigated �Table II� for the 200 K
initial temperature, then melting points of Tm=584 and 671
K are predicted for the calculated pressures of 7.0 and 16.9
GPa �Up=1.0 and 2.0 km s−1, respectively�. Our simulation
results indicate that melting occurs for Up=2.0 km s−1, but
not for Up=1.0 km s−1. The corresponding temperatures,
calculated 2 ps after shock passage, are 524 and 302 K. The

calculated value of 524 K for Up=2.0 km s−1 is below the
extrapolated melting point of 671 K. However, even if the
experimental relationship holds for pressures as high as 17
GPa, note that the calculated temperature of 524 K is an
average over all degrees of freedom. In a subsequent
publication62 we will show that in these nonequilibrium
simulations, the energy is very unevenly partitioned at short
times, with the phonon modes exhibiting substantial super-
heating. Price et al.24 reported values of the 3D self-diffusion
coefficient between 0.128 and 0.335 Å2 ps−1 for tempera-
tures between 251.1 and 314.1 K. Also, Thompson and
co-workers36,37 have reported equilibrium atmospheric-
pressure self-diffusion coefficient values ranging from 0.065
to 0.384 Å2 ps−1 for temperatures between 255 and 374 K
computed using MD simulations with the SRT force field.
Our range of computed values of the 2D self-diffusion coef-
ficient, 0.09 Å2 ps−1�D�0.12 Å2 ps−1 is qualitatively
consistent with both the experimental and published theoret-
ical values.

IV. SUMMARY AND CONCLUSIONS

Characterizing dynamic molecular-scale properties of
material under extreme states in terms of structural or geo-
metric descriptors defined for some static, reference mol-
ecule is complicated due to the large intramolecular vibra-
tional distortions and rotational and translational
displacements that can occur. The Eckart–Sayvetz condition
provides a rigorous approach by which such arbitrarily dis-
torted and displaced molecules can be mapped onto the ge-
ometry of a reference molecule. We have applied the Eckart–
Sayvetz alignment condition to the analysis of MD
simulation results for shock loaded nitromethane crystal. By
tracking the gradient of the kinetic energy along the shock
direction as a function of time, the position of the shock front
could be determined with high accuracy. Further, by using a
spatiotemporal reference frame centered on the shock front
for the data analysis, it was possible to significantly increase
the statistical precision of the results.

Starting from two different initial temperatures below
the normal melting point, we simulated supported shock
waves propagating in crystalline nitromethane along the
�100� direction for four shock strengths that span the HEL
for that crystal orientation. The focus of the study was on the
time evolution of two structural order parameters plus one
transport coefficient that characterize the onset of melting,
which is the mechanism by which the system and orientation
studied relaxes above the HEL. Specifically, we studied an
orientational order parameter defined as one-third of the trace
of the rotation matrix that satisfies the Eckart–Sayvetz con-
dition �see Eqs. �1� and �2��, the 2D RDF calculated for
planes perpendicular to �100�, and the 2D self-diffusion co-
efficient for individual nitromethane molecules.

Shocks resulting from impact speeds of Up=0.5 and
1.0 km s−1 led to elastic deformation only, at least for the
�4 ps time scale of the simulations. For shocks initiated in
crystal with an initial temperature of T0=200 K, the result
was an increase in structural order in the material. By con-
trast, at an initial temperature of T0=50 K for which thermal
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fluctuations are already quite small a 0.5 km s−1 shock led to
a barely discernable increase in order, whereas the
1.0 km s−1 shock led to a small amount of disordering in the
material. These results can be understood in terms of the
interplay between increased disordering associated with
shock heating of the material and damping of fluctuations
due to sample compression.

Shocks resulting from flyer impact speeds of Up=2.0
and 3.0 km s−1 led to shock-induced melting on a picosec-
ond �or less� time scale. In these cases the effects of initial
crystal temperature were marginal, but could be discerned in
each of the three measures of structure and transport consid-
ered. Nominal time scales for melting are shortest for the
orientational order parameter; those based on loss of struc-
ture in the 2D RDF and the onset of 2D molecular self-
diffusion are slower, with induction times for achieving lin-
ear growth of 2D MSD measured relative to shock passage
time trailing slightly those for loss of local structural order.
This is consistent with a general picture of melting in which
loss of orientational order on lattice sites precedes more
widespread disruption of spatial structure, with onset of mo-
lecular self-diffusion requiring even more time to develop in
the material.

While the component of the analysis employed here that
required the Eckart–Sayvetz condition was restricted to prop-
erties of entire molecules �specifically, molecular orienta-
tion�, the Eckart–Sayvetz frame can also be exploited to fa-
cilitate precise analysis of detailed intramolecular dynamics,
for instance, intramolecular vibrational energy redistribution
within molecules. In fact, it is in these latter kinds of situa-
tions that the Eckart–Sayvetz frame should be particularly
useful �and for which it has been most widely applied in the
gas-phase chemical physics literature�, as reliable predictions
of those phenomena require accurate methods for superim-
posing instantaneous Cartesian descriptions of arbitrarily dis-
torted and displaced molecules onto a laboratory-fixed refer-
ence frame that can be used in turn to define a rigorous basis
for defining modal energy partitioning. This will be the sub-
ject of a forthcoming publication.

The stronger shocks considered here were predicted to
result in pressures and temperatures in excess of P
=30 GPa and T=1000 K, respectively �see Table II�; for
such states neglect of chemistry is clearly an approximation,
although it is unclear based on experimental data how much
chemistry would occur on the short time scale of the simu-
lations. Thus, while the goal of the present study is to char-
acterize within a purely mechanical representation the funda-
mental events associated with relaxation of the initial shock
state in �100�-oriented nitromethane, it would also be of con-
siderable interest to compare the results obtained here to
those that would result from corresponding simulations using
the REAXFF �Ref. 6� force field. Such a comparison would of
course be complicated and indirect since, presumably, the
two force field models would not yield identical predictions
for even the fundamental equilibrium thermophysical and
mechanical properties for mild thermodynamic conditions.
Nevertheless, the results of such a comparison would likely
be highly illuminating.
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Shock-induced melting of „100…-oriented nitromethane: Energy partitioning
and vibrational mode heating
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A study of the structural relaxation of nitromethane subsequent to shock loading normal to the �100�
crystal plane performed using molecular dynamics and a nonreactive potential was reported recently
�J. Chem. Phys. 131, 064503 �2009��. Starting from initial temperatures of T0=50 and 200 K,
shocks were simulated using impact velocities Up ranging from 0.5 to 3.0 km s−1; clear evidence of
melting was obtained for shocks initiated with impacts of 2.0 km s−1 and higher. Here, we report the
results of analyses of those simulation data using a method based on the Eckart frame normal-mode
analysis that allows partitioning of the kinetic energy among the molecular degrees of freedom. A
description of the energy transfer is obtained in terms of average translational and rotational kinetic
energies in addition to the rates of individual vibrational mode heating. Generally, at early times
postshock a large superheating of the translational and rotational degrees of freedom �corresponding
to phonon modes of the crystal� is observed. The lowest frequency vibrations �gateway modes� are
rapidly excited and also exhibit superheating. Excitation of the remaining vibrational modes occurs
more slowly. A rapid, early excitation of the symmetric C–H stretch mode was observed for the
shock conditions T0=50 K and Up=2.0 km s−1 due to a combination of favorable alignment of
molecular orientation with the shock direction and frequency matching between the vibration and
shock velocity. © 2009 American Institute of Physics. �doi:10.1063/1.3271349�

I. INTRODUCTION

A shock wave propagating through a material leads to
discontinuities in density, stress state, temperature, and en-
tropy. The requirements of conservation of mass, momen-
tum, and energy across the shock front give rise to the well-
known Rankine–Hugoniot jump relations that specify
postshock states in the material in terms of the initial state
for a given set of shock parameters, under the assumptions
that the shock is steady �i.e., spatially invariant with respect
to time in a reference frame centered on the shock front� and
uniform �i.e., spatially homogeneous transverse to the direc-
tion of shock wave propagation�.1 Shock waves in molecular
materials lead to nonthermal partitioning of energy among
the inter- and intramolecular degrees of freedom,2–4 the pho-
non and vibron modes, respectively. Characterizing this en-
ergy partitioning and the time scales for its equilibration is
the focus of the present paper.

It is generally accepted that the initial excitation and
subsequent approach to thermal equilibrium in a shocked
molecular crystal occurs by a mechanism known as up-
pumping in which the shock initially excites preferentially
the long wavelength lattice phonons, leading to significant
excitation of those modes. These, in turn, couple most
strongly to those lowest frequency molecular vibrations
�gateway modes� that overlap with or are in near resonance
with the optical phonon frequencies, and which have densely
spaced energy levels and thus are essentially classical. The

dominant pathway for energy transfer to the high-frequency
vibrons is via intramolecular vibrational redistribution �IVR�.
This occurs on time scales that are long compared to that for
shock passage over a molecule in the crystal. Thus, thermal
equilibration occurs in a hierarchical fashion: lattice
excitation→ low frequency vibronic excitation of gateway
modes→ IVR among the rest of the intramolecular modes.

Theoretical models have been proposed for the basic
mechanisms of energy up-pumping in shocked materials.5–8

Coupled with recent experimental advances,9–11 these have
provided useful information concerning energy transfer rates
and pathways. However, complete specification of those the-
oretical models and assessment of their fundamental founda-
tions require additional information concerning the detailed
dynamics of initial shock excitation and subsequent relax-
ation in shocked molecular materials. Molecular dynamics
�MD� simulations can be used to study such phenomena and
to provide some of the necessary details. Moreover, MD is
well suited for studying shock excitation due to the short
time scales and spatially localized nature of the shock front.
It is easy to compute the total energy deposited in a molecu-
lar material due to shock loading but information about the
time-dependent modal partitioning of that energy is critical
in order to advance our understanding beyond the qualitative
level associated with the use of simple analytic models.5–8

The main concerns in MD simulations are the accuracy of
the force field and the validity of the classical approximation.
We have chosen to use a force field that has been shown to
accurately describe the solid and liquid states and the transi-
tions between them, but which has, as do all analytic force
fields, some imperfections; however, it is sufficiently accu-
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rate for the purpose of the present study. Classical mechanics
is widely used because unlike quantum dynamics, it can be
used for systems containing many atoms; not because it is
expected to account accurately for all phenomena. The usual
caveat applies to the results we report here—the reader needs
to keep in mind the neglect of quantum effects.

Energy transfer in liquid nitromethane has been the sub-
ject of several experimental12–20 and theoretical21–41 studies.
Much less is known about the solid phase for which funda-
mental properties such as directional sound speeds in the
crystal have not yet been measured. Previously, we discussed
the structural relaxations that occur on short time scales
��4 ps or less� subsequent to shock wave passage in crys-
talline nitromethane.42 The results were based on MD simu-
lations of shock wave propagation along the �100� crystal
direction. In these three-dimensionally periodic constant
volume-energy �NVE� simulations, a high aspect-ratio crys-
tal slab of fully flexible molecules thermalized to an initial
temperature T0 of 50 or 200 K �which is below the normal
melting point of �245 K for this force field30,32–34� was im-
pacted with velocity Up �0.5, 1.0, 2.0, or 3.0 km s−1� into a
stationary piston comprised of stationary, rigid molecules.
This led to a shock wave that propagated through the flexible
slab with a shock velocity Us measured relative to the sta-
tionary piston. A gap �500 Å thick was introduced at one
end of the simulation cell to eliminate interactions between
periodic images parallel to the shock direction. The condi-
tions studied in the previous paper42 span the Hugoniot elas-
tic limit �HEL� for the �100�-oriented crystal; for both initial
temperatures we observed elastic compression for shocks
with impact velocities of Up=0.5 and 1.0 km s−1, and shock-
induced melting for shocks with impact velocities Up

�2.0 km s−1. We note that since the difference in shock
pressures for the 1.0 and 2.0 km s−1 impacts is approxi-
mately 10 GPa, we cannot rule out the possibility of some
additional inelastic phenomenon at intermediate impact ve-
locities. Here, we report the results of further analysis of the
simulations described in Ref. 42, in which the focus was on
geometric features that characterize shock-induced melting;
namely, analyses of a molecular orientational order param-
eter, the pair distribution function, and mean-squared dis-
placement. In the present study the goal was to investigate
the time scales for excitation of individual intermolecular
and intramolecular vibrational normal modes in the shocked
crystal as functions of initial temperature and shock strength.

A key feature of the analysis performed in our previous42

and the present study is the use of the Eckart–Sayvetz
conditions43,44 for defining alignment between the Eckart
frame for an arbitrarily distorted and displaced molecule and
that of a reference molecule that is fixed in the laboratory
frame. The Eckart frame is widely used in studies of the
chemical dynamics of gas-phase molecules. Such a proce-
dure is important in the present context since, in general,
shock excitation of a molecular crystal introduces significant
intramolecular distortions as well as molecular rotations and
translations, particularly so in situations that involve an
order-disorder transition, such as melting. The Eckart frame
can be used to define a rigorous separation of orientation
from the internal degrees of freedom, which we exploit to

calculate translational and vibrational normal-mode kinetic
energies and thus partition the kinetic energies. Another ele-
ment of the analysis designed to improve the statistical pre-
cision of the results was the use of a reference frame cen-
tered on the shock front, which moves through the material
at a constant speed in the case of supported shocks. By de-
fining spatiotemporal origins relative to the instant of shock
passage through a given plane in the crystal, it is possible to
average the results at particular times over tens of thousands
of individual molecules.

The rest of the paper is arranged as follows. In Sec. II
details of the normal-mode projections will be described.
Section III contains results for four different shock velocities
and two initial temperatures. Section IV is the summary and
conclusion.

II. METHOD OF ANALYSIS

A. Moving reference frame

Details of the simulations, force field, and moving refer-
ence frame have been given previously.42 The moving refer-
ence frame was implemented slightly differently in the
present study. Specifically, derived dynamical quantities
were evaluated with 4 fs time resolution, which corresponds
to the actual data capture frequency for positions and veloci-
ties from the simulations; whereas in the preceding study,
these densely spaced individual observations were coarse
grained according to molecular layer measured relative to
shock front position.45 That is, for the range of initial condi-
tions and shock parameters considered, as the shock front
propagated through the crystal in the earlier study, it was
assigned to a given molecular layer normal to �100� for be-
tween 8 and 15 consecutive 4 fs snapshots, corresponding to
the time required for the shock front to transit that layer for a
given impact velocity Up �cf. Fig. 1�b� of Ref. 42�. The focus
of the present study is on rapid modal excitations. Therefore,
in order to maintain 4 fs resolution the time histories for each
neighboring layer were offset by the closest multiple of 4 fs,
and added. For example, with an impact velocity Up

=3.0 km s−1 and initial temperature T0=50 K, the shock
front required an average of 31.8 fs to transit each layer, thus
the time history for the closest neighboring layer was offset
by eight 4 fs time steps �32.0 fs�, and then added. A conse-
quence of maintaining 4 fs resolution rather than collecting
data by layer is that less data contribute to the averages at a
given observation time. For t=0 �i.e., at the shock front� the
total amount of data is composed of 150�layers�
�24�molecules / layer�=3600 molecules; whereas in the pre-
ceding study the number of molecules considered was be-
tween 8 and 15 times larger depending on the initial tempera-
ture and shock strength.

B. Normal-mode projections

Normal-mode projection is commonly used in analyses
of MD simulations. For details of force field analyses for
single molecules in the gas phase, the reader is referred to
one of the standard texts.46 Here we describe the details of
the procedure necessary for applying normal-mode projec-
tions to molecules in a strongly perturbed bulk material.
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The first consideration is the reference structure.
Normal-mode projection methods require the normal-mode
eigenvectors of a representative reference molecule. Whereas
for a single molecule the gas-phase minimum-energy struc-
ture is used, a molecule in a crystal �or in solution� can have
a significantly different minimum-energy structure. Our strat-
egy was to compare both but use the more realistic in situ
crystal structure for the analyses. After obtaining a
minimum-energy structure for an isolated gas-phase mol-
ecule �using a conjugate gradient minimization algorithm
and only the intramolecular part of the force field�, we com-
puted normal-mode frequencies and eigenvectors; a mass-
weighted Hessian was computed numerically at the
minimum-energy structure using four- and five-point fourth-
order-accurate finite difference formulas with a step size of
0.0001 bohr. Since for an isolated molecule the internal force
field is invariant to translation and rotation, the correspond-
ing “frequencies” formally should be zero but in practice,
they will be nonzero due to numerical tolerances. Since the
geometry optimization was performed to a very tight toler-
ance �1�10−12 a.u.� and the Hessian computed with very
high accuracy, the frequencies of the translation and rotation
modes were less than 0.02 cm−1. Next, to examine the effect
of the crystal environment, a small, roughly cubic block of
nitromethane composed of 3�4�5 unit cells �240 mol-
ecules� was equilibrated at 1 K and atmospheric pressure.
Using the final configuration from this simulation, a larger
block was constructed by forming a 5�5�5 supercell of the
smaller blocks, thus containing a total of 30 000 molecules.
A single molecule close to the center was chosen for the
Hessian analysis. A conjugate gradient algorithm was used to
produce a minimum-energy structure for the central mol-
ecule in the field of the other 29 999 molecules �whose po-
sitions were held fixed� using the complete inter- and in-
tramolecular force fields. Unlike an isolated gas-phase
molecule, a molecule in a crystal has nonzero forces related
to translation �T� and/or rotation �R� of that molecule within
the rest of the crystal; thus, the six lowest eigenvalues of the
mass-weighted Hessian will not be zero. It also results in T
and R contamination of the intramolecular vibrational mode
vectors �note the distinction between initial system tempera-
ture, T0, and the use of the symbol T for the translational
components of kinetic energy�. The magnitudes of the six
lowest frequencies and the degree of mixing with the other
vibrational modes depend on the system conditions and the
force field. At low pressure where the intramolecular terms
dominate and the vibron mode frequencies are only slightly
perturbed relative to the gas phase, the mixing will be small.
In our results the contamination was minimal ��1%–2%�
and confined to the lowest frequency modes, but we chose to
project out T and R and thus obtain 3N−6=15 pure vibra-
tional modes for a single nitromethane molecule in the crys-
tal field. A set of translational and rotational eigenvectors
was constructed, thus completing the set of 21 orthonormal
mass-weighted eigenvectors. Although mode-projection re-
sults for the shock simulations were very similar for both
choices of reference molecule �gas phase and crystal�, the
reference molecule from the crystal was used in all the re-
sults.

The frequencies and qualitative assignments obtained
from the gas-phase and crystal-phase Hessian analyses are
listed in Table I. The frequencies corresponding to the crystal
structure are only slightly different from those obtained for
an isolated gas-phase molecule, and the minimum-energy
structure in the crystal is only slightly distorted relative to
the gas-phase geometry �C1 point group in the crystal and Cs

in the gas phase�. The intramolecular contributions to the
Sorescu–Rice–Thompson29 �SRT� force field used here were
parametrized to reproduce gas-phase �scaled� fundamental
frequencies calculated using the B3LYP /6-31G* level of
density functional theory and basis set combination. The
scaled frequencies, in turn, are in reasonably good agreement
with experimental values for the liquid and crystal.29 Thus,
combined with the sizable set of additional measured equi-
librium thermophysical properties for nitromethane that have
been accurately reproduced by others,30–34 as well as the fa-
vorable comparison between simulated35 and measured16

lifetimes and pathways following mode-specific methyl
stretching excitation in the liquid, it indicates that the SRT
force field is accurate, at least for reasonably small distor-
tions about the equilibrium crystal structure.

The reference molecule for the Hessian analyses de-
scribed above was initially oriented so that the principal axes
of the molecule coincided with the x-, y-, and z-axes of the
laboratory frame. The largest moment of inertia �roughly
aligned with the C–N bond� was aligned with the x-axis, the
next largest moment of inertia with the y-axis, and the small-
est with the z-axis. This choice of alignment is arbitrary and
does not affect the internal vibrational mode projections but
does mean that the �100� shock direction and crystal frame
would not coincide with the molecular frame defined by the

TABLE I. Qualitative assignments and frequencies �cm−1� for the SRT force
field used in this study.

Mode Description Gas phase Crystal

1 Torsion 116.9 121.7
2 Out-of-plane NO2 rock 460.6 464.9
3 NO2 wag 605.0 604.5
4 NO2 bend/CN stretch 811.2 807.4
5 NO2 symmetric stretch 821.4 816.3
6 In-plane CH3 rocka 1053.1 1053.3
7 Out-of-plane CH3 rocka 1149.8 1148.5
8 CH3 umbrella 1368.2 1371.1
9 CH3 symmetric bend 1434.2 1428.9
10 CH3 asymmetric bend 1436.0 1431.2
11 CH3 umbrella/CN stretch 1507.7 1519.9
12 NO2 asymmetric stretch 1618.2 1600.2
13 CH3 symmetric stretch 2961.2 2960.7
14 Out-of-plane CH3 asymmetric stretchb 3093.7 3087.4
15 In-plane CH3 asymmetric stretchc 3095.0 3093.8

aIn-plane and out-of-plane methyl group rocking modes are dominated by
hydrogen motions that are approximately parallel and perpendicular, respec-
tively, to the plane containing the NO2 group.
bThe in-plane asymmetric CH3 stretch mode is dominated by displacements
of the two H atoms whose equilibrium positions are approximately symmet-
ric with respect to the plane defined by the NO2 group.
cThe out-of-plane asymmetric CH3 stretch mode is dominated by displace-
ments of two H atoms, one of which has an equilibrium position nominally
perpendicular to the plane defined by the NO2 group.
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principal axes. In order to facilitate a more intuitive interpre-
tation of the translational kinetic energy results with respect
to the shock direction, the translational vectors were rede-
fined, namely, they were aligned with the lattice vectors �and
the laboratory frame�. Thus, the x-direction corresponds pre-
cisely to the shock direction in the translational mode pro-
jection results discussed below.

With the reference molecule oriented and the mode vec-
tors defined, a projection analysis was performed for each
molecule in the shock simulations. The necessary alignment
procedure was described in Ref. 42, but is such an essential
part of the analysis that we present it again here. Since, in
general, shock excitation of a molecule introduces significant
intramolecular distortion as well as whole-body rotations and
translations, the Eckart axis condition43

�
i=1

N

miri� � �Uri� = 0, �1�

is particularly useful since it defines a rigorous separation of
orientation from the internal degrees of freedom. In Eq. �1�,
m is the mass, r and r� are instantaneous and reference struc-
tures, respectively, with coincident centers of mass and U
�SO�3� is the required rotation matrix. It can be shown that
this is equivalent to minimizing the mass-weighted mean
square displacement,

min
U�SO�3�

�
i=1

N

mi�ri� − �Uri��2. �2�

We used a quaternion-based algorithm to solve for the rota-
tion matrix U.47 Application of the 3�3 rotation matrix U to
the coordinates of a particular analysis molecule aligns its
Eckart frame with that of the reference molecule; the Carte-
sian velocities transform in the same way as the positions.
Once so oriented, the positions and velocities were projected
onto the normal-mode vectors of the reference molecule,
thus transforming the MD simulation data from the Cartesian
frame into the molecular normal coordinates. Since the 21
molecular normal coordinates include all 15 internal normal-
mode vibrations as well as the three molecular translations
and three rotations �thus forming a complete set�, the total
kinetic energy is exactly the same in either representation.
We have neglected the coupling between vibration and rota-
tion.

The possibility of methyl rotation, leading to symmetry-
equivalent rotamers, introduced additional complexity since
the Hessian was obtained at a single minimum-energy refer-
ence point corresponding to a particular �but arbitrary� rota-
mer. If the structure of an energy-equivalent rotamer is sim-
ply projected onto a reference molecule defined in terms of a
different rotamer minimum then since the mode vectors com-
prise a complete set of coordinates, the projection will still
be successful. However, a linear combination of �likely
large� displacements will result due to describing one rota-
mer in terms of displacements from another. Clearly such a
projection is undesirable since the harmonic approximation
to the potential energy expressed in terms of those normal
coordinate displacements would be highly inaccurate. Thus,
to ensure that the correct projection was achieved in a

straightforward and automated fashion, separate projections
were performed for all permutations of identical nuclei, and
the result corresponding to the structure with the lowest har-
monic potential energy was retained. Note that excepting this
step in the analysis, normal-mode potential energies are not
used since even once the most accurate geometric permuta-
tion is obtained, the normal coordinate displacements would,
in general, be sufficiently large to render the harmonic ap-
proximation to the modal potential energy inaccurate.

C. Energy partitioning

Using the moving frame and projection techniques de-
scribed above, raw data from the shock simulations were
transformed into a molecular modal description of kinetic
energies with 4 fs temporal resolution, averaging over thou-
sands of molecules at each observation. The 15 individual
vibrational kinetic energies at a given time relative to shock
passage were summed to give the average vibrational kinetic
energy. Similarly, the individual directional components of
translation and rotation were combined to obtain average ki-
netic energies for those kinds of motions. Since the analysis
was performed in the frame of a stationary piston impacted
by a slab of crystal material, the rapid change in translational
kinetic energy in the x-shock direction is convenient for au-
tomatically identifying the location of the shock front. How-
ever, in order to compute meaningful translational energies
that are consistent throughout the material �corresponding for
example to the T0=50 or 200 K temperatures in the un-
shocked material�, the center-of-mass motion of each mo-
lecular layer was subtracted out at each analysis snapshot.
Thus the computed translational, rotational, and vibrational
kinetic energies properly correspond to relative motion
within a local frame in the material.

III. RESULTS

A. Translation

The Cartesian components of translational kinetic energy
are plotted in Fig. 1 �T0=200 K� and Fig. 2 �T0=50 K� as a
function of time, where t=0 is the arrival time of the shock
front. More precisely, t=0 is the time at which the
x-component of the gradient of kinetic energy passes through
its maximum as the shock front passes over a given molecu-
lar layer in the crystal; cf. Figs. 1 and 2 of Ref. 42. Note that
in these figures the ordinate scales differ from panel to panel.
As discussed in Sec. II C, the center-of-mass motion of each
layer was projected out so that relative motion could be ex-
tracted despite the overall abrupt stagnation associated with
shock compression. Thus while the x-component �shock di-
rection� of the overall translational kinetic energy, which was
used to locate the shock front, undergoes a large change upon
the arrival of the shock front, the relative x-axis motion
within each layer is not necessarily the dominant contribu-
tion to changes in the kinetic energy.

As shown in Fig. 1, at T0=200 K the behavior of the
translational normal-mode kinetic energies is qualitatively
similar for each of the four shock strengths. Specifically,
there is an impact-velocity-dependent superheating of the
x-component �shock direction� of kinetic energy. This
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x-component equilibrates rapidly with the other translational
modes, prior to the slower process of equilibration with ro-
tational and vibrational degrees of freedom, which is dis-
cussed below. For Up�1.0 km s−1, the y-component of ki-
netic energy also overshoots the long-time average value
although much less so than for the x-component; whereas the
z-component is always the slowest to gain energy and for
none of the impact velocities considered does it exhibit sig-
nificant superheating for this initial temperature. Note that
for this initial temperature all three components have ap-
proximately equal kinetic energies within 300 fs of shock
front passage.

For the initial temperature T0=50 K �see Fig. 2� the
shock propagates through a more ordered crystal than in the
case of T0=200 K �see Fig. 1�, thus the results are qualita-
tively different. For T0=50 K, the net magnitude of super-
heating of the translational modes is less at a given shock
strength than for the corresponding ones at the higher initial
temperature. Moreover, although the x-component is always
the one excited initially, the y-component superheats by a
similar amount and on nearly the same time scale. In the case
of a Up=3.0 km s−1 impact, the y-component actually
achieves a higher kinetic energy than the x-component. Fi-
nally, the z-component of translation is considerably more
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FIG. 1. Time histories of the components of translational kinetic energy are shown for various impact velocities. �Panel �a�� Up=3.0 km s−1; �panel �b��
Up=2.0 km s−1; �panel �c�� Up=1.0 km s−1; �panel �d�� Up=0.5 km s−1. The initial temperature is T0=200 K. Note that the ordinate scales differ.
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FIG. 2. As in Fig. 1 but for initial temperature T0=50 K. Note that the ordinate scales differ.
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involved in this case, and there is considerable “beating”
among the components for times considerably longer than
was the case for T0=200 K.

B. Rotation

The rotational kinetic energies about the Cartesian axes
are shown in Fig. 3 for Up=3.0 km s−1 and Up

=1.0 km s−1 for T0=200 and 50 K, respectively. For the
stronger shock strengths, �panels �a� and �b��, for which
shock-induced melting occurs, there is significant superheat-
ing of the y-component of the rotational energy. As shown in
Fig. 1 of Ref. 42, the nitromethane molecules in the crystal
are oriented with the C–N bond at an angle with respect to
the �100� axis; the �100� shock direction is roughly orthogo-
nal to the molecular frame y-axis but projects onto a combi-
nation of the molecular x- and z-axes. Thus, impacts along
the �100� direction will tend to produce forces �effectively,
torques� about the molecular y-axis, leading to initial excita-
tion of that component of rotational motion. As seen in Fig.
3, the superheating is much more pronounced at T0=50 K,
for which the initial crystal order is less disturbed by thermal
motion �panel �b�� than for T0=200 K �panel �a��. For both
initial temperatures at Up=3.0 km s−1 all three rotational
modes superheat �x and z to a lesser extent than y�. The
weaker shocks, Up=1.0 km s−1 �see panels �c� and �d� of
Fig. 3�, which as shown in Ref. 42 do not cause significant
loss of rotational order or melting, do not result in superheat-
ing of the y-component of rotation.

C. Vibration

The molecules in each layer of the equilibrium crystal
are arranged in dimer pairs with C–N bonds approximately
parallel to the x-z plane42 such that for shocks propagating
normal to �100� half the molecules are shocked nominally

from the methyl end and the other half from the nitro end.
Since for classical dynamics the flux of kinetic energy for
each mode can be computed from the projection of time-
dependent forces onto that mode,48,49 we have performed a
separate analysis of the modal kinetic energies for both ini-
tial orientations. Figure 4 shows the vibrational mode-
resolved kinetic energies as a function of time �with t=0
defined at the time of maximum shock direction gradient in
the kinetic energy, discussed above�, for the strong shock
case Up=3.0 km s−1 for initial temperature T0=50 K. For
reference, note that the equilibrium modal kinetic energy of
1
2 kT is equal to 0.21 and 0.83 kJ mol−1 for T0=50 and 200
K, respectively. Panels �a�–�c� and �d�–�f� in Fig. 4 contain
results for molecules for which the shock impinges nomi-
nally upon the methyl end and nitro end, respectively, of the
molecules. Panels �a�–�c� each contain results for five suc-
cessively higher-frequency vibrational normal modes and
similarly for panels �d�–�f�; modes 1–5, 6–10, and 11–15,
respectively �see Table I�. The ordinate scales vary through-
out the six panels in Fig. 4. Assuming equipartition, the near-
asymptotic value of the modal kinetic energy for this case
was determined to be 3.39 kJ mol−1; this value was obtained
from the time average of the “total” average kinetic energy
trace in Fig. 7�b� �discussed below� over the postshock inter-
val 1800 fs� t�2000 fs. Generally, for a given impact ve-
locity �only one of which, 3.0 km s−1, is shown in Fig. 4� the
rates of modal excitation depend primarily on the frequency
of the mode, with the lower-frequency modes gaining energy
more rapidly. This is consistent with the concept of low-
frequency vibrations acting as gateway modes that provide a
pathway for energy to excite higher-frequency vibrational
modes of the molecules, with subsequent redistribution and
overall equilibration by way of slower vibrational energy re-
distribution processes.
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FIG. 3. Time histories of the components of rotational energy are shown for various impact velocities and initial temperatures. �Panel �a�� Up=3.0 km s−1 and
T0=200 K; �panel �b�� Up=3.0 km s−1 and T0=50 K; �panel �c�� Up=1.0 km s−1 and T0=200 K; �panel �d�� Up=1.0 km s−1 and T0=50 K. Note that the
ordinate scales differ.
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Within this general picture, however, there is significant
richness in the detailed rates of excitation that depend on
factors such as impact velocity, initial temperature, and ini-
tial orientation of the molecules relative to the shock front.
For example, comparing the results for the low-frequency
modes �up to 816.3 cm−1� shock impact on the methyl end
and nitro end of the molecules, respectively, panels �a� and
�d� in Fig. 4, shows that the torsional mode �mode 1,
121.7 cm−1� exhibits significantly greater superheating when
the molecules are hit on the methyl end than on the nitro end.
The results in panels �c� and �f� for the high-frequency
modes �11–15� including NO2 asymmetric stretch and C–H
stretches show that there is a slight early excitation of mode
13 �C–H symmetric stretch, 2960.7 cm−1� for the methyl end
shock �panel �c��. This is due to a favorable projection of the
shock forces onto this specific mode. This effect is also de-
pendent on the shock velocity and is much more significant
in the Up=2.0 km s−1 results �Fig. 6, discussed below�. For
the Up=3.0 km s−1 impact all of the modes are fairly well
equilibrated after 2 ps although the lower-frequency modes
�see Figs. 4�a� and 4�d�� are still hotter than the high-
frequency modes �see Figs. 4�c� and 4�f��. The results for

Up=3.0 km s−1 at T0=200 K �not shown� are qualitatively
similar to those shown for T0=50 K in Fig. 4. The differ-
ences for T0=200 K are mainly that due to increased ther-
mal motion, the effect of early excitations through favorable
mode projections is reduced.

Figure 5 shows the results for Up=1.0 km s−1 at
T0=50 K for those molecules oriented such that the shock
impinges on the methyl end. Assuming equipartition, the
near-asymptotic value of the modal kinetic energy for this
case was determined to be 0.45 kJ mol−1; this value was
obtained from the time average of the total average kinetic
energy trace in Fig. 7�e� �discussed below� over the post-
shock interval 1800 fs� t�2000 fs. In this case, which is
below the threshold for shock-induced melting, the torsion is
rapidly superheated and the lower-frequency modes increase
in energy more rapidly than the higher-frequency ones, but
the rates of equilibration are much slower than for the Up

=3.0 km s−1 case shown in Fig. 4. Even after 2 ps, most of
the higher-frequency modes exhibit very little excitation. In-
deed, with one exception, the transfer of energy into the
higher-frequency modes is so inefficient that one cannot eas-
ily identify the arrival of the shock front based on plots of
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FIG. 4. Time histories of modal vibrational kinetic energies are shown for impact velocity Up=3.0 km s−1 and initial temperature T0=50 K. In panels �a�–�c�
results are shown for molecules in which the shock wave first impinges on the “methyl end” of the molecule, whereas those in panels �d�–�f� correspond to
the molecules first impinged on the “nitro end” of the molecule. In each trio of panels results for the 15 vibrational modes are depicted in groups of five
successively higher frequencies �low-, mid-, and high-frequency modes, respectively�. The mode identities are given in Table I.

224513-7 Shock-induced melting of nitromethane J. Chem. Phys. 131, 224513 �2009�

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



modal kinetic energies. The exception again originates due to
favorable alignment of the C–H symmetric stretching mode
�mode 13� with the shock forces. In this case a statistically
meaningful—although still very small �with a magnitude of
just several hundredths of a kJ/mol�—impulsive heating of
that mode is observed during arrival of the shock.

In Fig. 6 the anomalous excitation of the symmetric C–H
stretch �mode 13� is shown for an impact velocity of Up

=2.0 km s−1 for three different cases. Panel �a� shows the
maximal effect observed in the simulations, which occurs for
T0=50 K and Up=2.0 km s−1, for molecules for which ini-
tial impact occurs on the methyl groups. Panel �b� shows the
significantly reduced effect that occurs for the same initial
temperature and impact velocity when the shock impinges on
the nitro end of the molecules. Finally, panel �c� shows the
reduced effect observed for T0=200 K �methyl end� due to
increased thermal motion.

D. Temperatures

The kinetic energy in the shocked material is not Boltz-
mann distributed in general and therefore a measure of tem-
perature based on elementary concepts from equilibrium
thermodynamics does not rigorously apply.50,51 Nevertheless,
to provide an intuitive feel for the initial partitioning and
long-time shock heating introduced by shocks of various
strengths it is of interest to relate the average kinetic energies
in the various kinds of degrees of freedom with
“temperatures”—while remaining cognizant of the fact that
for some time interval subsequent to shock excitation, the
distributions of kinetic energies are not Boltzmann. Thus,
temperatures defined simply as the average translational, ro-
tational, vibrational, and total kinetic energies are shown in
Fig. 7 as functions of time. Note that the ordinate ranges
differ from panel to panel. In all cases the total temperature
rises quickly toward a steady-fluctuating value that corre-
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FIG. 5. Time histories of modal vibrational kinetic energies are shown for
an impact velocity of Up=1.0 km s−1 and initial temperature of 50 K for
those molecules for which the shock wave first impinges on the methyl end.
�Panel �a�� Low-frequency modes; �panel �b�� mid-frequency modes; �panel
�c�� high-frequency modes. The mode identities are given in Table I. Note
that the ordinate scale in panel �a� differs from those in panels �b� and �c�.
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FIG. 6. Time histories of high-frequency modal vibrational kinetic energies
are shown for an impact velocity of Up=2.0 km s−1. �Panel �a�� T0=50 K,
impact on methyl end molecules; �panel �b�� T0=50 K, impact on nitro end
molecules; �panel �c�� T0=200 K, impact on methyl end molecules. The
mode identities are given in Table I. Note that the ordinate scale in panel �c�
differs from those in panels �a� and �b�.
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sponds to overall shock-induced heating. The partitioning of
the energy indicates that at early times, postshock, the aggre-
gated degrees of freedom of a given type �i.e., translation,
rotation, and vibration�, are far from equilibrated with the
others and therefore the simple average of the total kinetic
energy is a poor measure by which to predict chemical reac-
tion rates. In general, the translational and rotational degrees
of freedom rapidly superheat, while the vibrational energy
increases much more slowly. The rates of equilibration
among the various degrees of freedom depend strongly on
the shock strength. For Up=3.0 km s−1 impacts �panels �a�
and �b� for T0=200 and 50 K, respectively�, the partitioned
temperatures have largely equilibrated with each other after 2
ps; in this case higher initial temperature leads to less dis-
tinction between translational and rotational energies at short
times. For the weaker shock strengths �panels �c�–�e�� it is
clear that the rates of equilibration are much slower. For
example, for the Up=1.0 km s−1 impacts �panels �d� and
�e��, even after 2 ps the vibrational energies have increased
only slightly while the translational and rotational ones are
essentially in equilibrium with one another after only 500 fs.

An exception to these general trends is observed for Up

=2.0 km s−1 impact at T0=50 K �panel �c��. As discussed in
Sec. III C dealing with vibrational modal excitation, the fa-
vorable alignment and frequency matching between the
shock forces and the symmetric C–H stretching mode caused
a rapid early heating of that one specific vibrational mode.
This is reflected in the associated vibrational kinetic energy.

IV. SUMMARY AND CONCLUSIONS

We have presented a MD study of the magnitudes and
time scales for excitation of inter- and intramolecular modal
degrees of freedom in shock-compressed nitromethane crys-
tal for two initial temperatures and four shock strengths that
span the HEL for the �100�-oriented crystals considered; re-
laxation of the crystal shocked to states above the HEL for
this orientation occurs by melting. The Eckart–Sayvetz con-
dition was used to align the Eckart frames43 of molecules in
the crystal with a reference molecule defined in the labora-
tory frame, for which normal-mode eigenvectors and eigen-
values were determined in the effective field of the crystal at
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FIG. 7. Time histories of average kinetic energies �reported as temperatures; see discussion� are shown for various impact velocities and initial temperatures.
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1 K and atmospheric pressure. The modal kinetic energies
were computed as functions of time for translational, rota-
tional, and vibrational normal modes of the molecule. Since
the normal modes define an orthonormal frame, the total ki-
netic energy of a molecule at any time is recovered exactly
by this procedure. By restricting the treatment to consider
only the modal kinetic energies, we avoid complications as-
sociated with anharmonic effects in the potential energy that
would severely contaminate �invalidate� predictions of
normal-mode total energies for the highly distorted molecu-
lar geometries accessed in some of the simulations. Finally,
by considering a reference frame centered on the shock front,
which propagates through the crystal at constant velocity for
a given impact velocity and initial temperature, we were able
to perform averages over thousands of molecules to obtain
precise predictions of the molecular vibrational modal ki-
netic energies and the partitioning of total kinetic energy
among the translational, rotational, and vibrational degrees
of freedom as functions of time �or equivalently, distance�
behind the shock front.

The results indicate that for impact velocities of Up

=3.0 km s−1, near-complete equilibration among the transla-
tional, rotational, and vibrational degrees of freedom occurs
within the 2 ps time scale of the simulations; initial tempera-
ture has relatively little effect, excluding details at short
times. At lower shock strengths, however, equilibration
among the various degrees of freedom is not complete on
that time scale. This is particularly interesting for the case
Up=2.0 km s−1, T0=50 K for which we determined previ-
ously that shock-induced melting occurs.42 That is, even
though within 2 ps following shock excitation the molecules
for this particular set of shock parameters are orientationally
and translationally disordered relative to the crystal structure
in ways that are characteristic of a liquid, the average vibra-
tional, rotational, and translational temperatures are not in
thermal equilibrium. The rates of equilibration observed once
melting has occurred are surely influenced by liquefaction
but this effect is not resolved in our data, likely due to the
dominant shock velocity dependence on uniaxial compres-
sion and temperature rise �cf. Table II of Ref. 42�.

Rates and overall magnitudes of excitation of the vibra-
tional normal modes are sensitive to initial temperature, im-
pact velocity, and orientation of the molecules relative to the
direction of shock propagation. In the �100�-oriented crystal
studied here, half of the molecules in a given crystal layer
containing a �100� plane are shocked nominally from the
methyl end while the other half are shocked nominally from
the nitro end. We find for Up=3.0 km s−1 impacts, for which
melting occurs, that the relative rates of initial excitation of
individual molecular vibrations depend sensitively on which
end of the molecule is impinged upon by the shock front,
particularly in the case of low-frequency vibrations and also
for one of the C–H stretch modes, for which a favorable
alignment between the normal-mode eigenvector and the
shock forces on the molecule leads to an anomalous excita-
tion of that mode for certain impact velocities. In general,
higher initial temperature suppresses these mode-specific ex-
citations, presumably due to increased thermal fluctuations

that tend to decrease the level of specificity with which the
shock forces project onto particular normal-mode eigenvec-
tors.

The results presented here are in general agreement with
a picture of vibrational up-pumping in shocked molecular
materials, wherein the low-frequency lattice phonon modes
�or quasiphonons in the case of liquid� are the ones initially
excited by the passage of a shock wave, followed by relax-
ation into low-frequency “gateway” vibrations that overlap
with, or are close in frequency to, the lattice modes, and
subsequent relaxation on longer time scales into the higher-
frequency vibrational modes of the crystal. What these re-
sults add to this picture, however, is that specific pathways
and rates of excitation will also depend on the orientation of
the shock wave relative to the crystal structure. This raises
the question of whether, by optimizing parameters such as
crystal orientation, shock strength, and initial thermody-
namic state, it might be possible to control the initial depo-
sition of energy in a shocked crystal in a way that might be
spectroscopically observable or perhaps even practically
useful.

The neglect of quantum effects in a classical simulation
could result in some aphysical behavior of the energy trans-
fer as well as impacting the condensed phase dynamics more
generally. Quantum dynamics treatments of many-degrees-
of-freedom systems under shock conditions have yet to be
carried out. Mowrey et al.52 reported a two-dimensional
quantum wave packet study of individual diatomic molecules
impacting a hard wall. Those authors found that the quantum
rates of direct, single-collision vibrational excitation varied
greatly with the exact form of the model potential, but were
always less efficient than classical predictions; they specu-
lated that energy transfer might be more efficient in more
complex systems undergoing multiple collisions. The ni-
tromethane molecule has 15 internal degrees of freedom in-
cluding a dense set of low-frequency gateway modes. Thus
while quantum effects could significantly affect the resonant
C–H stretch excitation observed in our classical simulations
�cf. discussion of Fig. 6 in Sec. III C�, the general up-
pumping mechanism for exciting the high-frequency modes
through IVR is still likely to hold. Quantum effects in the
dynamics of liquids such as translational diffusion and ori-
entational relaxation could also be important considerations.
Habershon et al.53 recently reported a study of liquid water
in which they found that quantum effects may tend to cancel,
resulting in only a net 15% increase in diffusion and relax-
ation rates. They found that while intermolecular zero point
energy �ZPE� and tunneling disrupted the hydrogen-bonding
network thereby increasing translational diffusion and orien-
tational relaxation, intramolecular ZPE tended to increase
molecular dipoles, thus strengthening intermolecular interac-
tions and lowering the rates of those processes. Since dipole-
dipole interactions are also important for the structure and
dynamics of condensed phase nitromethane, it is possible
that the accuracy of classical simulations for it similarly ben-
efits from a cancellation of quantum effects.
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Shock-induced transformations in crystalline RDX: A uniaxial
constant-stress Hugoniostat molecular dynamics simulation study
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Molecular dynamics �MD� simulations of uniaxial shock compression along the �100� and �001�
directions in the � polymorph of hexahydro-1,3,5-trinitro-1,3,5-triazine ��-RDX� have been
conducted over a wide range of shock pressures using the uniaxial constant stress Hugoniostat
method �Ravelo et al., Phys. Rev. B 70, 014103 �2004��. We demonstrate that the Hugoniostat
method is suitable for studying shock compression in atomic-scale models of energetic materials
without the necessity to consider the extremely large simulation cells required for an explicit shock
wave simulation. Specifically, direct comparison of results obtained using the Hugoniostat approach
to those reported by Thompson and co-workers �Phys. Rev. B 78, 014107 �2008�� based on
large-scale MD simulations of shocks using the shock front absorbing boundary condition �SFABC�
approach indicates that Hugoniostat simulations of systems containing several thousand molecules
reproduced the salient features observed in the SFABC simulations involving roughly a
quarter-million molecules, namely, nucleation and growth of nanoscale shear bands for shocks
propagating along the �100� direction and the polymorphic �-� phase transition for shocks directed
along the �001� direction. The Hugoniostat simulations yielded predictions of the Hugoniot elastic
limit for the �100� shock direction consistent with SFABC simulation results. © 2009 American
Institute of Physics. �DOI: 10.1063/1.3177350�

I. INTRODUCTION

Practical explosive formulations—for instance, gun and
rocket propellants or military high explosives �HEs�—are of-
ten morphologically complex filled-polymer composites
comprised of HE crystallites with multimodal size distribu-
tions and complicated damage states �chemical purity, voids,
cracks, etc.� bound together by binder phases that often in-
clude numerous components such as plasticizers and stabi-
lizers. In contrast to most filled-polymer composites, in HE
composites the filler is the dominant constituent, ranging
from �50% by weight in some propellants to �95% in cer-
tain high performance military plastic-bonded explosives.
Among the more commonly used HE compounds are TNT,
RDX, HMX, PETN, and TATB.1 Generically, crystals of
these medium-sized polyatomic molecules have rather high
compressibilities �initial bulk modulus of �10 GPa� yet also
are quite brittle, exist in multiple low-symmetry polymorphs,
and in some cases exhibit large mechanical anisotropies. It is
interesting to note that HE crystals share these qualitative
features with many pharmaceutical substances, leading in
both cases to practical challenges in synthesis, characteriza-
tion, handling, and end-use processing and stability.

Understanding and predicting explosive initiation and
the critical parameters for transition to detonation in HE ma-
terials, whether under an intended or unintended thermo-
mechanical stimulus, is an important and challenging prob-
lem. At its heart is the need to understand the complex and
typically multiscale processes by which localization of en-

ergy can lead to regions in the material with temperature and
stress sufficiently high �known colloquially as hot spots� to
promote rapid molecular decomposition that in turn can lead
to ignition and detonation. Such an understanding, and cer-
tainly a predictive capability, requires a detailed knowledge
of the fundamental properties of the constituent materials
and interactions among them such as thermophysical and
elastic mechanical parameters, mechanisms and energetics of
inelastic deformation, chemical reaction rates and mecha-
nisms, and physico-chemical interactions at material inter-
faces. In general this information is needed as functions of
temperature, stress, and, in some cases, mechanical strain
rate. Although progress has been made recently toward ob-
taining this information experimentally,2–8 doing so has
proven to be challenging due to the intrinsic material and
chemical characteristics of energetic materials as well as the
wide range of thermodynamic variables over which data are
needed.

Due in part to the paucity of reliable and consistent ex-
perimental data for the equilibrium thermophysical and me-
chanical properties of energetic molecular crystals for states
away from room temperature or atmospheric pressure,
atomic-scale simulation methods �e.g., molecular dynamics
�MD� or Monte Carlo� have received increasing acceptance
in recent years as a means of obtaining information concern-
ing some of the fundamental properties and processes indi-
cated above; see, for example, Refs. 9–14. The results ob-
tained so far indicate that, given an accurate force field and
careful consideration of the suitability of the approximation
of classical statistical mechanics for predicting some quantitya�Electronic mail: d.bedrov@utah.edu.
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of interest �specific heat being an example of one that should
be approached with caution�, atomistic simulations can yield
accurate temperature- and pressure-dependent predictions of
PVT and elastic mechanical properties of energetic materials.

While there exists a sizeable body of literature contain-
ing predictions of equilibrium energetic material properties
from atomistic MD simulations, progress toward understand-
ing nonequilibrium processes including chemistry has been
slower.15,16 The prototypical nonequilibrium phenomena rel-
evant to energetic materials research are mechanical or ther-
mal shock loading. There are a number of ways to simulate
mechanical shock waves using microcanonical MD simula-
tions; the common feature among them is that they involve
collisions between two pieces of material with relative ve-
locity sufficiently large that the resulting wave propagation is
supersonic and features a near-discontinuous pressure gradi-
ent as opposed to an acoustic disturbance that moves at the
sound speed and evolves smoothly according to the linear
wave equation.17–19 The most common approach is to simu-
late a rigid slab of material �a piston or flyer plate� that
impacts with whole-body velocity Up onto �or, equivalently,
is impacted by� a finite-length sample of material in which
the resulting dynamics will be studied; this leads to a sup-
ported shock wave in the sample for which the shock veloc-
ity Us is constant in time. Periodic boundary conditions with
fixed simulation cell dimensions are applied in the directions
transverse to shock propagation so that the resulting volu-
metric compression is uniaxial. When the shock wave
reaches the free surface of the sample a reflected wave is
generated that propagates rapidly back into the shocked
sample, thereby limiting severely the time for which a given
volume element in the material remains in the thermody-
namic state resulting from the initial shock. �The locus of
thermodynamic states accessible by shock loading from a
given initial thermodynamic condition is known as the
Hugoniot.20� Thus, due to the speed at which a shock wave
passes through a sample, one typically needs to consider
simulation cells that are quite long in the direction parallel to
shock wave propagation; for example, the transit time for a
shock propagating with a velocity of 5 km/s through a
sample of length 100 nm is only 20 ps. This issue is particu-
larly challenging in case of molecular organic crystals where
formation of defects, transitions to a new phase, or complex
chemistry typically involve activated processes whose induc-
tion time will often exceed considerably the shock wave
transit time across any simulation cell that could be studied
with existing computers.

A modification to standard microcanonical shock simu-
lation methods designed to mitigate the need for extremely
large simulation cells has been proposed recently by Thomp-
son and co-workers.21,22 The approach, known as the shock
front absorbing boundary condition �SFABC�, entails the
carefully timed introduction/application of a second confin-
ing piston in the simulation cell that serves to capture the
shocked sample at the moment of maximum compression in
a way such that the initial volume/energy state generated by
the shock is sustained. Implementation of the SFABC algo-
rithm ensures that no reflected waves propagate back through
the sample; therefore, observation times in the shock-

compressed material can be extended indefinitely. Another
useful feature of the SFABC is that, since it is implemented
entirely in the microcanonical �NVE� ensemble,23 the de-
tailed dynamics are “exact” throughout the simulation. Nev-
ertheless, this method does have drawbacks as discussed in
Ref. 22, the most severe of which is that it does not guaran-
tee that the initially shocked material will remain on the
Hugoniot locus should physical or chemical relaxations oc-
cur. This is critical if such processes are accompanied by
large density or energy changes.

Other approaches exist for atomic-scale simulations of
matter on the Hugoniot locus. Among these are the
Hugoniostat24,25 method, the multiscale MD/continuum
approach,26,27 and a very recent approach for sampling, via a
nonlinear stochastic process, microscopic configurations of a
system on the Hugoniot, properly distributed according to a
canonical �Boltzmann–Gibbs� measure.28 Although these
methods differ in significant ways, the feature common
among them is that they enable simulations of shocked states
without the need to treat extremely large simulation cells. In
particular, the purpose of the Hugoniostat approach, which is
described in more details in Sec. II, is to reproduce the final
state of the shock-compressed material while bypassing the
need to resolve the shock wave explicitly; instead the system
is uniaxially and homogeneously compressed at a finite
strain rate while dynamic, integral feedback ensures that the
final shocked state satisfies the Rankine–Hugoniot relations
for mass, momentum, and energy. This method has been ap-
plied extensively to study plastic deformations in a number
of atomic crystals including metals and metal oxides,29,30 but
has yet to be applied to the study of polyatomic energetic
materials.

In the present study we apply the Hugoniostat method to
�-hexahydro-1,3,5-trinitro-1,3,5-triazine crystal �RDX�. Our
choice of RDX for this work is motivated by several factors.
First, while RDX is a comparatively well characterized HE
material that is used in a number of important HE formula-
tions, the details of structural transformations in this material
under shock loading are not completely understood. Second,
at room temperature and pressure, RDX crystallizes into an
orthorhombic unit cell that contains eight molecules in the
Pbca space group; while obviously far more complicated
than a simple metal, the orthorhombic symmetry class of
�-RDX crystal simplifies considerably the implementation of
the Hugoniostat method. Finally, large-scale MD simulations
of RDX shock loading along the �100� direction have been
reported based on the SFABC approach,22 therefore allowing
a head-to-head comparison of the results obtained using the
Hugoniostat method to those resulting from microcanonical
MD methods. This latter point is particularly important for
two reasons: First, the Hugoniostat simulations are per-
formed using equations of motion that are derived from an
extended Lagrangian, whereas “standard” MD simulations of
shocks, including the SFABC approach, are performed using
Newton’s equations in unmodified form in the microcanoni-
cal �NVE� ensemble; second, given the comparatively large
size and complexity of the RDX molecule, including its non-
spherical shape and the presence of 57 intramolecular de-
grees of freedom per isolated molecule, along with its com-
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paratively low crystal symmetry �compared to bcc metals for
instance�, it is important to benchmark the Hugoniostat pre-
dictions against those obtained from large-scale MD to en-
sure that the fundamental processes predicted by the former
coincide with those of the latter and that, for example, the
small system sizes used in Hugoniostat simulations do not
suppress mechanical instabilities that might occur on larger
length scales.

II. SIMULATION DETAILS

A. Force field

To our knowledge the only RDX-specific flexible-
molecule force field that has been published is the one due to
Boyd et al.31 However, Cawkwell et al.22 determined that the
force field developed by Smith and co-workers32,33 for simu-
lation of HMX—another cyclic nitramine compound with a
similar molecular structure �C4H8N8O8; HMX is simply the
eight-member ring analog of RDX�—yielded accurate pre-
dictions for the room temperature and room pressure unit cell
lattice parameters and elastic tensor, atmospheric pressure
coefficient of thermal expansion, and room temperature iso-
thermal compression curve for RDX.22,34 Moreover they also
found that under hydrostatic compression simulations using
this force field predict a transition between the � and � poly-
morphs. Therefore, to enable a direct comparison between
the results obtained here using the Hugoniostat approach and
those obtained previously by Cawkwell et al.22 using the
SFABC approach, we used the same force field as Cawkwell
et al.

B. Hugoniostat method

Conceptually the Hugoniostat method is similar to the
conventional isobaric-isothermal simulation protocols pro-
posed by Nosé35 and Hoover36 in that it couples, via a set of
extra degrees of freedom � and � in the equations of motion,
a system of particles to an external bath in a way that drives
the system toward the thermodynamic state and statistical
mechanical ensemble of interest. Here the thermodynamic
state is specified using the Rankine–Hugoniot relations37 that
enforce mass, momentum, and energy conservation in the
pre- and post-shock states of the material. The extra degree
of freedom �i corresponds to dimensionless strain rate and
plays the role of a piston or a barostat that ensures that the
component of stress in the direction of wave propagation i
stays at the desired value Pii. The remaining degree of free-
dom � is the dimensionless heat-flow variable �the ergostat�,
which ensures that the internal energy of the system satisfies
the Hugoniot relation for energy,

EH = E0 + 0.5�Pii + P0��V0 − V� , �1�

where the subscripts “0” and H refer to properties in the
unshocked material and on the Hugoniot locus, respectively;
E, V, and P are internal energy, specific volume, and pres-
sure, respectively. During a Hugoniostat simulation an inte-
gral feedback scheme analogous to that in isobaric-
isothermal �NPT� MD simulations is used to sustain Pii and
EH at the desired values. The final equations of motion for
the Hugoniostat are25

ṙi = ui + �P�ri,

u̇i = ai − ��P� + �H��ui,

L̇i = �P�Li, �2�

�̇ =
�H

WE
�E − EH� − �H� ,

�̇ =
�P

B0
�Pii − �ii� − �P� .

In these equations i denotes the direction of shock compres-
sion and Li denotes the length of the simulation cell along

that direction; for the orthogonal directions �, �̇, and L̇ each
have zero magnitude �in general L is a vector whose compo-
nents are unequal, but here only the component Li varies
with time since by construction the compression is uniaxial�.
The quantities �H and �P are coupling rate parameters �or
frequencies� for the heat-flow �ergostat� and strain-rate
�barostat� variables, respectively, and �H and �P are the cor-
responding damping coefficients. The material bulk modulus
at the initial pressure is B0. The unsubscripted variables E, V,
and �ii are instantaneous values of the internal energy, spe-
cific volume, and stress tensor component parallel to the
shock direction. The instantaneous value of EH is determined
using Eq. �1� with Pii replaced by �ii. Finally, the parameter
WE is the ergostat mass, which controls the rate of the heat
flux to/from the system when deviation of the instantaneous
internal energy from the target Hugoniot energy �Eq. �1�� is
detected.

When applied to atomic crystals earlier versions of the
Hugoniostat method,24 as well as other approaches where
uniaxial compression was imposed instantaneously �i.e., in-
finite strain rate�,25 resulted in disordering of the material
that was not observed in MD simulations with an explicit
shock wave. By contrast, simulations of atomic crystals us-
ing the Hugoniostat method described above, in which both
the barostat and ergostat have dynamical feedback with the
system, yielded good agreement with simulation results for
uniaxial compression using an explicit shock wave.25 Spe-
cifically, in addition to predicting accurately the pressure-
volume-temperature dependence of the crystal below and
above the Hugoniot elastic limit �HEL�, simulations using
the barostat-ergostat Hugoniostat method also predicted
structural deformations and defect densities similar to those
observed in the explicit shock studies. While the success of
the Hugoniostat approach has been demonstrated in several
preceding works it is necessary to remember that, as with
any Nosé–Hoover-like constraint method, the Hugoniostat
only guarantees that the average of the constrained property
is equal to the desired value. Thermodynamic fluctuations
observed in this kind of simulation can depend on coupling
parameters controlling the extended degrees of freedom �e.g.,
barostat and ergostat frequencies and damping constants�.
The detailed influence of those parameters on thermody-
namic fluctuations and final results in Hugoniostat simula-
tions has not to our knowledge been systematically investi-
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gated, although a more sophisticated constrained simulation
method has been proposed recently that reduces some of this
uncertainty in parameter selection.28

C. Selection of simulation parameters

As discussed extensively in the original papers on the
Hugoniostat method,24,25 the selection of parameters associ-
ated with the extended degrees of freedom should be per-
formed with care in order to minimize uncertainties and po-
tential artifacts in prediction of the HEL. Here, the choice of
physically reasonable values for coupling and damping pa-
rameters was based on recommendations of Ravelo and
co-workers.25,38 The ergostat parameter �H was chosen to be
close to the mean natural lattice frequency of RDX mol-
ecules in the crystal at 295 K, obtained from the Fourier
transform of the RDX molecular center-of-mass velocity au-
tocorrelation function calculated from equilibrium MD simu-
lations in the NVT ensemble. Based on this exercise a value
of �H=1.5 ps−1 was used in all our simulations. The param-
eter �H was set to 2�H=3.0 ps−1 to ensure critical damping
of the heat flow.25

The barostat frequency �P was chosen such that the
maximum strain rate imposed by the piston in the Hugo-
niostat simulation is close to but not higher than the strain
rate observed in the shock wave during explicit shock MD
simulations. The latter was estimated as up /�, where up is the
piston velocity and � is the observed shock wave thickness
as obtained from SFABC simulations of shock compression
of RDX.22 Analysis of temperature and density profiles from
SFABC simulations of shock propagation along the �100�
direction with up=1 km /s �corresponding to a Hugoniot
shock pressure of 7.9 GPa� yielded a shock wave thickness �
on the order of 2 and 3 nm. This provides us with an estimate
of 0.3–0.5 ps−1 for the maximum strain rate. Thus, to
achieve a comparable strain rate, as well as its critical damp-
ing, values �P=5 ps−1 and �P=30 ps−1 were employed. To
verify that the final results of Hugoniostat simulations were
insensitive to the choice of the barostat parameters, for com-
pression along the �100� direction we conducted simulations
for Pxx=9.5 GPa with �P=10.0 and 2.5 ps−1 while keeping
all other parameters the same. In these simulations the maxi-
mum strain rate was a factor of two different �larger/smaller�
than in simulations using �P=5 ps−1. While the evolution of
extent of compression and temperature in these runs was
different during the initial stages, they both converged to the
same final state as the simulation using our nominal fre-
quency �P=5 ps−1. The final compression states for all three
runs were very similar, while all final temperatures were
within a degree of one another. Interestingly, simulations us-
ing the larger strain rate initially showed overheating of the
system by about 20 K �compared to the final temperature�.
However, as those simulations continued the system cooled
down to essentially the same temperature as observed in the
other two systems. This indicates that so long as the selected
barostat parameters are within a broad, physically reasonable
range, the final state of the Hugoniostat simulation should be
independent of the choice of those parameters.

Finally, the mass parameter WE was chosen such that the

ergostat effectively controls the heat flux to/from the system
with a response/relaxation time that is fast compared to the
few-to-several hundred picosecond overall time scales of our
simulations. As can be seen from Eq. �2�, if WE is too large
compared to the E−EH difference then the ergostat variable �
will vary slowly, therefore requiring long simulation trajec-
tory times to ensure complete sampling at a given Hugoniot
state. If on the other hand WE is too small then the energy
flux to/from the system will be unphysically fast, which can
lead to an inappropriate energy distribution for intramolecu-
lar degrees of freedom. In previous Hugoniostat simulations
of atomic crystals different choices for the value of WE were
used. In some simulations WE=B0V0 was used,25 whereas in
another study WE=Ecoh was used, where Ecoh is the cohesive
energy of the system.38 We determined empirically that for
our simulations of RDX crystal use of WE=0.0001B0V0 en-
sures that, subsequent to the initial transient during equilibra-
tion, there are no significant deviations of the internal energy
E from the Hugoniot energy condition EH �Eq. �1��. By con-
trast, simulations with WE=B0V0 led to sluggish response of
the ergostat which would require a very long simulation tra-
jectory to achieve the Hugoniot energy condition. This is
clearly illustrated in Fig. 1 where we show the evolution of
E−EH per RDX molecule as a function of time for Hugo-
niostat simulations using these two different values for WE.

D. Simulation protocol

Hugoniostat simulations using Eq. �2� were conducted
using the finite difference integration scheme given by Ho-
lian and Ravelo.38 Three-dimensionally periodic primary
simulation cells with dimensions of 81.3	68.7	63.9 Å3

and 122.2	102.8	95.8 Å3, corresponding to 1728 and
5832 RDX molecules, respectively, were studied for an ini-
tial temperature of 300 K and atmospheric pressure. These
initial conditions correspond to molecular volume of V0

=206.5 Å3 and total energy per molecule �including in-
tramolecular contributions� of E0=335.8 kcal /mol. A time
step of 0.2 fs was used in all cases to allow accurate treat-
ment of the rapidly varying intramolecular degrees of free-
dom �bonds and bends�. A cutoff radius of 10.0 Å was used
for nonbonded interactions and for the real part of electro-

FIG. 1. Time evolution of the Hugoniot energy difference per molecule E
−EH obtained from Hugoniostat simulations of shock compression along
�100� using two different WE parameters for the case Pxx=8.0 GPa.
�See Eq. �2�.�
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static interactions. The particle mesh Ewald approach was
used to calculate the reciprocal part of electrostatic
interactions;39 an � parameter �=0.3 was used in conjunc-
tion with 70 and 110 grid points for systems containing 1728
and 5832 molecules, respectively. For each system size five
independent initial configurations were created by extracting
snapshots at 10 ps intervals from a conventional isochoric-
isothermal �NVT� simulation in the uncompressed state at a
temperature T0=300 K. As pointed out above, the center-of-
mass velocity autocorrelation function in RDX crystal at 300
K decays on the order of a few hundred femtoseconds; there-
fore a 10 ps interval between successive snapshots is suffi-
ciently long to yield uncorrelated phase space points for sub-
sequent studies. Production run lengths using the
Hugoniostat methodology were at least 300 ps for conditions
below the HEL and up to 1.0 ns for systems at or above the
HEL.

III. RESULTS AND DISCUSSION

A. Compression along the †100‡ direction

We begin our discussion with analysis of the uniaxial
compression along the �100� crystal direction, which corre-
sponds to the x-axis in our chosen laboratory frame. Taking
into account the reported indentation data for RDX at room
temperature and atmospheric pressure,40,41 no known slip
system should be activated for shocks propagating along this
direction. Cawkwell et al.22 in their SFABC study considered
shocks propagating along the �100� direction for shock pres-
sures of 5.0 and 7.9 GPa;42 the results for 5.0 GPa shocks
indicate elastic response whereas those at 7.9 GPa lead to
inelastic deformation characterized by formation of nano-
scopic shear bands in the material. Therefore, the HEL for
RDX shocked in the �100� direction is somewhere between
these two pressures.

Analysis of plate impact experiments for oriented RDX
single crystals shocked in the �100� direction with maximum
stress of about 2.25 GPa revealed several unexpected and
peculiar features in the measured velocity profiles, including
large shot-to-shot variation in the observed profiles;43 it was
noted in that same study, however, that crystals prepared for
shocks in the �100� direction were highly subject to cracking,
which may have some role in the observed results. A time-
resolved Raman spectroscopy study of RDX single crystals
under hydrostatic and shock loading showed that indepen-
dent of loading type �hydrostatic compression versus planar
shock wave� and crystal orientation �shocks along the �111�,
�210�, and �100� were investigated�, the �- to �-RDX phase
transition occurred for pressures above 3.9 GPa.44 Interest-
ingly, an induction time of at least 100 ns after reaching the
maximum stress elapsed prior to observation of the trans-
formed phase. Practical limits on computing resources pre-
clude us from performing such long simulations; therefore,
we would not expect a priori to observe the �-� transition in
the present study.

1. Time evolution

In Figs. 2�a�–2�d� we show, respectively, the time evolu-
tion of the stress component �xx parallel to �100� in the crys-

tal, the volume compression ratio V /V0, the temperature T,
and the shear stress 
=0.5��xx−0.5��yy +�zz�� obtained from
Hugoniostat simulations for shock pressures of Pxx=3.0, 7.0,
9.0, and 11.0 GPa. Figure 2�a� indicates that for all systems
the desired stress along the shock direction is reached within

FIG. 2. Time evolution of �a� stress along compression direction, �b�
volumetric compression ratio, �c� temperature, and �d� shear stress in RDX
crystal obtained from Hugoniostat simulations of shock compression along
�100� for various shock strengths below and above the HEL.

034712-5 Molecular dynamics simulation of shock in RDX J. Chem. Phys. 131, 034712 �2009�

Downloaded 21 Jul 2009 to 128.206.89.59. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



1 ps of simulation after which the instantaneous value fluc-
tuates around the target value Pxx. Note the absence of over-
shoot in �xx at early time and also that at no point in the
simulation is �xx significantly larger than the imposed shock
pressure Pxx; these features indicate that the value of the
damping parameter �P is appropriate with the consequence
that the probability of spurious structural deformations in
the material arising due to artificial, large-amplitude over-
shoot or subsequent excursions of the stress is
minimized.

In Fig. 2�b� the evolution of the volumetric compression
ratio V /V0 �which in this study is equal to the uniaxial com-
pression ratio x /x0� is shown for the same set of shock pres-
sures as in Fig. 2�a�. For the cases Pxx=3.0 and 7.0 GPa the
strain increases smoothly to a final value within 1 ps. By
contrast, for Pxx=9.0 GPa the system compresses to V /V0

�0.83 during the first picosecond, remains at this compres-
sion for about 9 ps longer, and then undergoes a subsequent
compression to V /V0�0.807 indicating some kind of physi-
cal relaxation in the material. The analysis of system snap-
shots extracted from different points along this trajectory and
shown in Fig. 3 allows better understanding of the structural
changes that occur for this shock pressure. As can be seen by
comparing snapshots A �t=0 ps� and B �t=10 ps�, despite a
noticeable compression along the �100� direction the essen-
tial crystal symmetry is preserved suggesting that the mate-
rial has undergone elastic deformation. However, snapshot C
�t=15 ps� exhibits local regions with significant transla-
tional, orientational, and conformational disorder compared
to the adjacent elastically compressed crystal; these eventu-
ally grow and lead to a region of amorphized material ori-
ented at 45° relative to �100� and zonal to �010�—a nano-
scale shear band �snapshot D, t=200 ps�. Similar behavior is
observed for Pxx=11.0 GPa, although at this higher pressure
the induction time between initial compression and first ap-
pearance of obvious defects in crystal structure is decreased,
leading to a nearly continuous strain increase as a function of
time. The results shown in Figs. 2�a�, 2�b�, and 3 clearly

indicate that the HEL for shock compression along the �100�
direction in �-RDX crystal is exceeded for shock pressures
larger than about 7.0 GPa, and that the mode of relaxation
associated with this mechanical instability is the formation of
nanoscale shear bands in the material.

Figure 2�c� shows the time dependence of total tempera-
ture �based on the total kinetic energy� in the system for the
same set of pressures discussed in the two preceding para-
graphs. For pressures below the HEL the temperature in-
creases during the first 3–5 ps of the simulation and then
exhibits fluctuations about a constant value. However, for
Pxx=9.0 and 11.0 GPa a two-step temperature increase is
observed. The first, as for the lower pressures, is associated
with elastic compression, whereas the second coincides with
the nucleation and growth of the shear band; this can be seen
clearly by comparing the time evolution of system tempera-
ture and extent of compression shown in Figs. 2�b� and 2�c�.

It is instructive to compare the time evolution of the
quasitemperature defined by molecular translational degrees
of freedom to the total temperature. Figure 4 contains time
histories for the total temperature and for contributions from
molecular �center-of-mass� translational degrees of freedom
for shock pressure Pxx=9.0 GPa. The latter was defined as
Ttr,i=�mmolvcom,i

2 / �3NmolkB�, where mmol is the molecular
mass, vcom,i is the velocity of molecular center of mass in the
direction i �i=x ,y ,z�, Nmol is the total number of molecules,
and the sum is over all molecules in the system. Note that
since a single RDX molecule contains 21 atoms the total
number of degrees of freedom per molecule is 3N=63, and
therefore together the three translational degrees of freedom
account for about 5% of the total. The large difference ob-
served in Fig. 4 between the total temperature, which is
dominated by intramolecular vibrations, and quasitempera-
tures due to translational degrees of freedom clearly illus-
trates that during Hugoniostat simulations the initial excita-
tion rates and asymptotic time scales for thermalization
�redistribution of kinetic energy toward equipartition� differ
among the various kinds of degrees of freedom in the sys-
tem. Specifically, degrees of freedom associated with low
frequencies—phonons and low-frequency vibrons—initially
absorb significant amounts of kinetic energy, whereas high
frequency vibrons, such as covalent bond-stretching or

FIG. 3. Snapshots obtained from Hugoniostat simulations of RDX crystal
�1728 molecules� shocked along �100� with Pxx=9.0 GPa: �a� t=0 ps, �b�
t=10 ps, �c� t=15 ps, and �d� t=200 ps. For picture clarity only carbon
and nitrogen atoms are shown.

FIG. 4. Time evolution of total temperature and temperature corresponding
to molecular translational quasitemperatures obtained from Hugoniostat
simulations of shock compression along �100� at Pxx=9.0 GPa.
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angle-bending vibrations, are not noticeably excited during
the initial compression; several picoseconds are required for
the system to approach thermal equilibrium in the new state
on the Hugoniot locus.

In Fig. 2�d�, the time evolution of the shear stress 
 is
shown for four different pressures. For Pxx=3.0 and 7.0 GPa
the shear stress reaches a steady value on the time scale for
which �xx reaches the target value Pxx. As expected, the
asymptotic value of 
 is strongly dependent on shock pres-
sure Pxx. However, for both Pxx=9.0 and 11.0 GPa initially
�i.e., in the region of quasielastic compression prior to shear
band formation� 
 reaches the same plateau value 

�2.3 GPa; as the shear bands grow into the material the
shear stresses reduce considerably. From these results we
conclude that 
�2.3 GPa is approximately the maximum
shear stress that RDX crystal can support under uniaxial
compression along �100�. Uniaxial compressions that would
drive the system toward higher shear stress result in a me-
chanical instability; in this case amorphization and shear
band formation.

The reduction in the shear stress observed in the simu-
lations at longer times accompanying shear band formation
is puzzling. We think that this behavior is an artifact of the
small system size coupled with the use of periodic boundary
conditions in the simulations. Specifically, the shear band
that forms transits completely the primary simulation cell
and therefore is of infinite length due to periodic boundary
conditions �cf. Fig. 3�d��. In realistic, macroscopic size crys-
tals shear bands are of finite extent �for instance, they do not
typically cross one another even in isotropic media� and
therefore a crystal crisscrossed with finite shear bands can
still support a shear stress, albeit one that is weaker than in
the elastic regime. �See also Fig. 5 in Ref. 22.�

2. Pressure-volume-temperature dependence

Thermodynamic properties on the Hugoniot locus for
�-RDX crystal shock loaded along �100� as obtained from
Hugoniostat simulations are shown in Fig. 5. In Fig. 5�a� the
final volume compression ratio V /V0 of the system, obtained
from averaging over the last 50 ps of the trajectory, is shown
as a function of applied shock pressure Pxx. Error bars are
comparable to the symbol size. A clear steplike change in the
P-V /V0 dependence that corresponds to the HEL can be seen
at Pxx�8.0 GPa. Also shown in Fig. 5�a� are the results
from Ref. 22 that were obtained using the SFABC explicit
shock wave simulation method. It can be seen that whereas
below the HEL shock pressure the SFABC yields a slightly
larger compression compared to the Hugoniostat method,
above the HEL the opposite effect is observed.

As was discussed in Ref. 22 and in Sec. I of this article,
while the isoergic-isochoric state captured by application of
the SFABC does, by construction, correspond to the volume
and energy of the shocked sample at the moment the SFABC
is applied, subsequent physical or chemical relaxations in the
material may cause the SFABC stress/volume/energy state to
depart from the Hugoniot conditions �Eq. �1�� at subsequent
times. The Hugoniostat method, on the other hand, imposes a
constant stress condition along the compression direction and
therefore, by construction, ensures that the asymptotic state

of the shocked material will remain on the Hugoniot locus
defined by the Rankine–Hugoniot jump conditions. How-
ever, the detailed dynamics of the system on the way to this
asymptotic state and thermodynamic fluctuations can poten-
tially deviate from those that would be obtained in the natu-
ral system due to the presence of the extended degrees of
freedom in the equations of motion associated with the
Hugoniot constraint. The results in Fig. 2 demonstrate that
for conditions above but close to the HEL in �-RDX shocked
along �100�, the development of shear bands with concomi-
tant changes in system strain and other quantities occurs over
hundreds of picoseconds. Since in the SFABC simulations
the system is captured in an isochoric state after only about
40 ps, by which time the shear bands are not fully developed,
it is not surprising that the final system strain obtained from
this simulation is smaller than the one obtained from Hugo-
niostat simulations. Moreover, as shear bands continue to
form in the SFABC simulation after transition to isochoric-
isoergic conditions, the stress in the shock direction will re-
duce and hence the final state of SFABC simulation would
not coincide with the shock state established initially at the
instant of application of the second piston in the SFABC.

In Fig. 5�b� the temperature rise �T= �Tfinal−T0� is
shown as a function of shock pressure. As the shock pressure
increases the temperature of the shocked material increases.
The increase is smooth until the shock pressure exceeds the
HEL, at which point a jump in the temperature rise is ob-
served. Figure 5�b� also shows that below the HEL the tem-
perature rise predicted from the SFABC simulations of
Cawkwell et al.22 is comparable to those obtained from
Hugoniostat simulations. The greater temperature rise in the
case of SFABC simulations compared to Hugoniostat simu-

FIG. 5. �a� Final strain and �b� temperature of RDX shocked along �100� as
a function of shock pressure Pxx obtained from Hugoniostat simulations
�present study� and SFABC simulations �Ref. 22�.
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lations for states below the HEL can be understood by taking
into account that whereas C–H bond lengths were con-
strained in the SFABC simulations, in the Hugoniostat simu-
lations no geometric constraints were applied. Consequently
the specific heat in the SFABC simulations was somewhat
lower than in the Hugoniostat simulations. Because of this
difference, the temperature in the SFABC simulations in Ref.
22 at a given shock strength would be expected to be some-
what larger than those in our Hugoniostat studies �see also
the discussion in the following paragraph�. By contrast,
above the HEL the SFABC method predicts a temperature
rise significantly larger than those of the Hugoniostat simu-
lations. It is difficult to determine with certainty the exact
source�s� of this discrepancy. We think, however, that the
explanation originates at least partially from the fact that
SFABC simulations above the HEL underestimate the final
compression and stress in the shock direction, which can
result in a release of larger amount of stored elastic energy
and hence increased heating. Another potential source for
significantly higher temperature increase during SFABC
simulations is viscous heating in shear bands between sliding
crystal domains. Examination of Fig. 4 in Ref. 22 indicates
that the shear bands formed in those simulations are also
infinite �due to periodic boundary conditions� in the direc-
tions lateral to shock wave propagation. Because parts of
simulated sample have nonzero momentum �Up in the direc-
tion of the shock wave�, this can cause excessive �artificial�
sliding of crystal domains along the shear bands leading to
substantial viscous heating. In a real macroscopic system
shear bands are not infinite and therefore substantial sliding
of crystal domains is less likely due to the presence of per-
colating continuous crystal domains �cf. Fig. 5 in Ref. 22
which was obtained from a �quasi-2D� simulation�. Unfortu-
nately, Ref. 22 does not report the extent of heating for the
quasi-2D simulation, but we speculate that the heating there
would be smaller. Finally, in our Hugoniostat simulations, as
pointed above, the formed shear bands are also infinite due to
periodic boundary conditions; however, by construction in
the Hugoniostat approach, the system compression is imple-
mented through rescaling of simulation cell dimension dur-
ing which the position of all atoms is rescaled. In this case
there is no net momentum creation for any part of simulated
material and hence there are no driving forces to create ex-
tensive sliding of crystal domains along the nascent shear
bands. Hence, no excessive viscous heating is observed in
the Hugoniostat simulations. We are currently conducting
further investigations of these effects and will report on them
in future publications.

It is also important to note that the Debye temperatures
for high frequency vibronic modes are far higher than room
temperature; therefore, in the true quantum system, most of
those modes would be almost exclusively in the respective
vibrational ground states for the conditions studied here.
However, since in the present simulations all degrees of free-
dom are treated classically, equipartition results in kBT /2 of
kinetic energy per degree of freedom, resulting in a higher
heat capacity and lower shock Grüneisen parameter com-
pared to experiments. Our calculations show that for simula-
tions of �-RDX crystal at 300 K and atmospheric pressure

with no bond constraints, the heat capacity is about 2.2 times
higher and the Grüneisen parameter is about 1.9 times lower
than the values �Cv=1077.0 J kg K and �=1.103� estimated
using experimental room-temperature values for isobaric
heat capacity, the coefficient of volumetric thermal expan-
sion, density, and isentropic bulk modulus.22 This well-
known deficiency associated with the use of classical me-
chanics to simulate molecular systems results in significant
underestimation of shock heating in the Hugoniostat simula-
tions compared to what would be expected in laboratory ex-
periments. A more detailed discussion of the potential influ-
ence of this issue for shocks in �-RDX propagating along
�100� can be found in Ref. 22.

3. Influence of initial conditions and system size

As described above in Sec. II, five independent initial
conditions were generated for each system studied. For Pxx

below the HEL the final compression and temperature rise
were basically indistinguishable for all initial configurations
and both system sizes. However, above the HEL some varia-
tion between properties obtained from different systems was
observed. For example, for Pxx=8.0 GPa one of the five
systems considered for N=5832 eventually deformed inelas-
tically, while the other four systems, as well as all five sys-
tems with N=1728, did not do so over the entire simulation.
The onset time for inelastic deformation to occur near the
HEL can vary significantly as illustrated in Fig. 6, where we
show for Pxx=8.5 GPa the time corresponding to onset of
shear band nucleation characterized by the beginning of the
second step relaxation in the time evolution of V /V0 �e.g.,
point C in Fig. 2�b�. For the smaller system �N=1728� the
spread of this onset time spans almost an order of magnitude.
By contrast, the larger system �N=5832� led to a signifi-
cantly smaller range of values for the onset time of shear
band formation. Thus, while each of the simulations eventu-
ally reaches the same compression, the larger size systems
reach that value considerably faster than smaller ones for
shock strengths above but close to the HEL. For higher pres-
sures �not shown� the spread in onset time observed for dif-
ferent instances of the same system practically disappears,

FIG. 6. Time of the onset of shear band instability observed in Hugoniostat
simulations of shock compression along �100� for five different initial con-
figurations each for two different size systems. The shock pressure is Pxx

=8.5 GPa.
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although larger systems always exhibit a somewhat faster
onset of inelastic deformation than do the smaller systems at
a given pressure.

The comparison in the preceding paragraph illustrates
that the larger system is more robust for identifying the HEL.
Presumably this is because nucleation of the shear band in-
stability is thermally activated, such that the probability to
nucleate the first shear band in the system in some fixed time
interval is simply proportional to system size. However, tak-
ing into account the increased computational expense for the
larger system it turns out to be almost equivalent computa-
tionally to run smaller systems for longer times. Also away
from the HEL threshold the smaller systems seem to capture
all of the essential features of the physics while requiring
considerably less computational effort. On the other hand,
taking into account that shear bands involve at least a few
molecular layers, at a minimum one should take care not to
use simulation cell dimensions comparable to the width of
the shear band since doing so would surely lead to an artifi-
cial suppression of instabilities. In Fig. 7 we compare snap-
shots of shear bands formed at Pxx=9.5 GPa for the two
system sizes studied here. The results in Fig. 7 indicate that
the width of the shear bands is essentially independent of the
system size for the two cases considered. However, from
examination of Fig. 5 it appears that despite essentially equal
extents of compression for the two different sized systems,
the temperature rise for shock states above the HEL is sys-
tematically a few degrees higher for the larger ones, indicat-
ing some influence of the system size. Finally, we want to
point out that the shear bands observed in Ref. 22 from
SFABC simulations were noticeably wider, and the tempera-
ture rise significantly larger, than the corresponding results
obtained in the current work. While above we provided sev-
eral potential sources for the noted discrepancies, based on
the simulation data that are currently available we cannot
definitively conclude that the finite-size effect does not make
some contribution to the observed differences. It is possible
that while the current Hugoniostat simulations capture the
dominant features of the shock deformation, the small sys-
tem sizes may potentially impose some artifacts on the final
state of the material, one of which is a decreased extent of

amorphization and viscous flow �note that the “shear band”
for the smaller system shown in Fig. 7 still retains some
evidence for translational and possibly orientational order�
with a corresponding smaller amount of heating behind the
shock. This issue will be further investigated in future
studies.

B. Compression along the †001‡ direction

We also investigated the shock compression of �-RDX
crystal along the �001� direction, corresponding to the z di-
rection in our simulations. While we are unaware of any
experimental data for shock loading along this direction, pre-
vious simulations45 of uniaxial compression along this direc-
tion exhibited the �- to �-RDX phase transition for pressures
above 2.0 GPa. Moreover, Gupta and co-workers44 reported
a lack of crystal orientation dependence for the �-� phase
transformation in their studies of shock loading on �111�,
�210�, and �100� planes.

Hugoniostat simulations for compression along the �001�
direction were conducted for a wide interval of pressures
following a simulation protocol similar to that described
above for compression along �100�. In Fig. 8�a� we present
the time evolution of the compression ratio for a sampling of
the pressures studied. For Pzz2.0 GPa a featureless, mono-
tonic approach to a steady-state value is observed. For higher
pressures, however, a shoulder can be observed prior to
reaching the plateau value, possibly indicating the onset of
some conformational or structural transition in the material.
The analysis of the crystal at these compressions confirmed
that this shoulder is a signature of the �- to �-RDX phase
transition. Figure 9 illustrates the difference between confor-

FIG. 7. Final snapshots from Hugoniostat simulations of RDX crystal com-
pressed along �100� at Pxx=9.5 GPa using two different size systems �N
=1728 and N=5832�. For picture clarity only carbon and nitrogen atoms are
shown.

FIG. 8. Time evolution of �a� volume compression ratio and �b� shear stress
of RDX crystal obtained from Hugoniostat simulations of shock compres-
sion along �001� direction at various shock loadings.
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mations in the initial state �uncompressed �-RDX crystal,
panel a� and the final state obtained for Pzz=2.5 GPa
��-RDX crystal, panel b�. The latter corresponds to the
Pca21 space group seen previously in the simulations of
Cawkwell and Sewell45 and for which Davidson et al.46 re-
ported the complete experimental structure determination
recently.

Figure 8�a� also shows that even for relatively high
uniaxial compressions along the �001� direction there is no
indication of the amorphization that was observed for com-
pressions along �100�; that is, there is no evidence for a
subsequent significant change in volume following the initial
compression. This is further supported by Fig. 8�b� where the
time evolution of the shear stress is shown for the same set of
shock pressures considered in Fig. 8�a�. For Pzz�2.0 GPa
the shear stress increases, reaches a maximum, and then re-
laxes to a steady value that depends on the applied Pzz. The
time required to reach the peak shear stress coincides closely
with the structural deformations associated with �- to
�-RDX phase transition. Figure 8�b� further indicates that
this transition results in significant lowering of the shear
stress in spite of the absence of amorphization in the mate-
rial. Due to the phase transition, the shear stress obtained for
a given shock compression along the �001� direction is no-
ticeably lower than the value obtained for the same shock
pressure in the �100� direction. Even at Pzz=11.0 GPa the
shear stress is only about 1.7 GPa, indicating a relatively low
shear modulus. We speculate that this is one reason why no
nanoscale shear banding was observed for compression
along �001� even for these relatively high shock pressures.

Finally, in Fig. 10 we compare the pressure-volume-
temperature dependencies of RDX crystal shock compressed
along the �100� and �001� directions. Because the � to �
transition that occurs during shock compression along �001�
is accompanied by �3% volume decrease,46 RDX crystal is
more compressible along �001� than along �100�. This in-
creased compressibility results in more shock heating for a
given shock pressure applied to �001� compared to the cor-
responding result for loading on �100�.

IV. DISCUSSION AND CONCLUSION

MD simulation methods have the potential to provide
unprecedented details regarding the physics and chemistry in
the extreme environments resulting from shock wave excita-
tion. The major obstacles to the practical and reliable appli-
cation of such methods are �1� the need for accurate descrip-
tions of interatomic forces for far-from-equilibrium
configurations including chemical reactions and electronic
excited states, �2� the more fundamental challenge of assess-
ing the �in�sufficiency of the approximation of classical me-
chanics for simulating the atomic-scale behavior of matter,
and �3� the need to simulate high-aspect-ratio pieces of ma-
terial that are extremely long in the direction parallel to
shock propagation in order to be able to study slow relax-
ation phenomena in the shocked material, while needing at
the same time to simulate large cross sections of material to
ensure that important physics are not suppressed due to
finite-size effects in directions transverse to shock wave
propagation.

The present study is focused on the third of the chal-
lenges summarized above. Specifically, we have applied the

FIG. 9. Snapshots of molecular conformations in RDX crystal �a� in the
unshocked state ��-RDX� and �b� shocked along �001� direction with Pzz

=2.5 GPa ��-RDX�. Only carbon and nitrogen atoms are shown. Solid ar-
rows indicate molecules which have undergone conformational transition,
dashed arrows illustrate changes in orientation of nitro groups for one of
those molecules which has undergone conformational transition.

FIG. 10. �a� Final volume compression ratio and �b� temperature of RDX
crystal shocked along �100� or �001� as a function of shock pressure �Pxx or
Pzz, respectively� using Hugoniostat simulations.
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uniaxial constant-stress Hugoniostat method as described by
Ravelo et al.25 to the study of shock-induced inelastic defor-
mation phenomena in oriented crystals of �-RDX. The
Hugoniostat method is fundamentally similar to widely ap-
plied methods for simulating familiar thermodynamic en-
sembles such as isochoric-isothermal �NVT� or isobaric-
isothermal �NPT� based on numerical integration of a set of
equations of motion derived from Lagrangians that include
coupling to external “bath” degrees of freedom. In this case,
however, the external degrees of freedom are developed so
as to sample the thermodynamic state resulting from shock
wave excitation of the material based on the Rankine–
Hugoniot jump conditions. The principal advantage to the
Hugoniostat method is that it allows sampling of the long-
time thermodynamic state of a material resulting from shock
wave excitation �that is, sampling of a state on the Hugoniot
locus� without the need to accommodate the very large �from
an atomistic simulation MD perspective� pieces of material
that are required to simulate directly the passage of a shock
wave through a sample while providing access to postshock
times in the material sufficiently long for the dominant
physical relaxations to occur before the simulation is ren-
dered useless due to severe interference effects resulting
from reflected waves at the end of the simulation cell.

In this paper we demonstrated that simulations using the
Hugoniostat approach can be used effectively to study shock-
induced phase transition and inelastic deformation in poly-
atomic organic molecular crystals. Specifically we investi-
gated the uniaxial compression of crystals of the energetic
material �-RDX along the �100� and �001� directions. The
computational framework provided by the Hugoniostat ap-
proach allowed us to perform many simulations that spanned
a wide interval of applied pressures. The results were com-
pared to those obtained from large-scale MD simulations us-
ing the SFABC method developed by Thompson and
co-workers21,22 in which shock waves propagate explicitly
through the system. We demonstrated that Hugoniostat simu-
lations involving only a few-thousand RDX molecules ex-
hibit qualitatively the same structural transformations ob-
served in the computationally more demanding SFABC
simulations, which employed roughly a quarter-million
molecules.

For compressions along �100� and pressures below 8.0
GPa, purely elastic deformations were observed, while pres-
sures greater than 8.0 GPa led to formation of nanoscale
shear bands similar to those seen in the SFABC simulations.
While the nucleation threshold pressure and nominal struc-
ture of shear bands predicted using the two methods are con-
sistent, the extent of compression as well as predicted tem-
perature rise are noticeably different for states above the
HEL. The differences in final compression for states above
the HEL can be explained readily since the SFABC approach
is designed to capture a system in which the shock wave is
simulated explicitly in the volume-energy state correspond-
ing to the moment when the shock wave reaches the end of
the simulation cell. By contrast, the Hugoniostat approach
maintains the system in a state of constant uniaxial stress, a
state consistent with the Rankine–Hugoniot jump conditions.
For shock compression along the �001� direction we ob-

served a transformation from �-RDX to �-RDX for shock
pressures greater than 2.0 GPa. Compression to higher pres-
sures �up to 12.0 GPa� did not indicate any subsequent in-
elastic deformation processes.

We point out that in our simulations all degrees of free-
dom have been treated classically. As discussed above this
leads to noticeable overestimation of the heat capacity and
underestimation of the Grüneisen parameter compared to a
corresponding quantum mechanical treatment of RDX crys-
tal at room temperature. As a result the temperature rise due
to elastic and inelastic deformations obtained from our simu-
lations is significantly less than would be expected for a
quantized system. More accurate �compared to experimental
values� predictions of heat capacity and Grüneisen parameter
would result from simulations in which high-frequency de-
grees of freedom �e.g., covalent bonds� were constrained.
This would lead to a greater extent of heating and, presum-
ably, a modest lowering of the threshold shock strengths for
mechanical instabilities to occur. The effects of such con-
straints on the detailed dynamics of the system are unknown,
however.

Finally, we note that the validity of the Rankine–
Hugoniot jump relations between pre- and post-shock states
in the material depends on two criteria that, strictly speaking,
often will not be satisfied. These are �1� that the wave profile
of the shocked system is steady �i.e., constant in time in a
frame centered on the shock front� and �2� that the state of
the shocked material is uniform with respect to spatial varia-
tions. Strictly speaking, the first criterion can only be true in
material that is shocked to states below the HEL �no inelastic
deformation� or to overdriven states for which all inelastic
deformation occurs immediately at the shock front. Shock
excitation to states between these two limits corresponds to
an unsteady region in which the system will exhibit two
waves characterized by different velocities, which therefore
will separate in time. �The lead shock is known as the elastic
precursor while the secondary wave, which propagates at
most sonically in the compressed material, is often referred
to as the “plastic wave.”� The second criterion, uniformity,
presumably would be satisfied below the HEL but not in the
two-wave region nor, necessarily, in the overdriven region;
the case of shear bands studied here and by Cawkwell et al.22

provides a clear example where this condition would not be
met in general since, for example, the temperature �shear
stress� in the shear bands prior to thermal �stress� equilibra-
tion will be higher �lower� than in the adjacent material.
Thus, while both the Hugoniostat method and the SFABC
approach can provide useful insights and detailed informa-
tion concerning the physics of shocked molecular materials,
the strengths and weaknesses of each need to be evaluated
carefully in terms of the criteria discussed in this paragraph
�as well as the other potential caveats identified earlier in this
article� prior to use in any particular application.
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Building on the work of Iftimie et al. �J. Chem. Phys. 113, 4852 �2000�� and Gelb �J. Chem. Phys.
118, 7747 �2003��, Boltzmann sampling of an approximate potential �the “reference” system� is
used to build a Markov chain in the isothermal-isobaric ensemble. At the end points of the chain, the
energy is evaluated at a more accurate level �the “full” system� and a composite move encompassing
all of the intervening steps is accepted on the basis of a modified Metropolis criterion. For reference
system chains of sufficient length, consecutive full energies are statistically decorrelated and thus far
fewer are required to build ensemble averages with a given variance. Without modifying the original
algorithm, however, the maximum reference chain length is too short to decorrelate full
configurations without dramatically lowering the acceptance probability of the composite move.
This difficulty stems from the fact that the reference and full potentials sample different statistical
distributions. By manipulating the thermodynamic variables characterizing the reference system
�pressure and temperature, in this case�, we maximize the average acceptance probability of
composite moves, lengthening significantly the random walk between consecutive full energy
evaluations. In this manner, the number of full energy evaluations needed to precisely characterize
equilibrium properties is dramatically reduced. The method is applied to a model fluid, but
implications for sampling high-dimensional systems with ab initio or density functional theory
potentials are discussed. © 2009 American Institute of Physics. �DOI: 10.1063/1.3116788�

I. INTRODUCTION

Characterization of thermodynamic equilibrium using
Markov chain Monte Carlo �MC�2 methods is now well-
established practice.1–4 Instead of building time averages for
an ensemble of trajectories, as in molecular dynamics
�MD�,1,2,5 configurational integrals are sampled directly at
points dictated by a random walk. New points are added to
the Markov chain on the basis of an acceptance criterion,
most often that of Metropolis,6 and the simulation is com-
plete when variance in �thermodynamic� ensemble averages
has dropped to an acceptable level. This level varies inevita-
bly with application, but the number of steps required to
achieve a target variance generally rises with the dimension-
ality of configuration space. For this reason, precision sam-
pling of high-dimensional systems remains a serious chal-
lenge.

Methodological improvements in solving the electronic
Schrödinger equation, coupled with steady advances in com-
puting power, have made single-point calculation of ab
initio7 �AI� or density functional theory8 �DFT� energies rou-
tine even for very large systems.7 Paired with algorithms for
extracting forces from wave functions �or densities�
analytically,9 these improvements lead directly to steady
growth in the application of AIMD.10 The potential energy
surface �PES� in AIMD is built “on the fly” using quantum

chemistry in place of ad hoc functional forms, permitting
more robust and accurate sampling of phase space. Expanded
use of AIMD has not been matched, however, by commen-
surate growth of AI �MC�2, although the use of AI potentials
in �MC�2 simulation has been the subject of very recent
attention.11,12 While MD steps are collective and determinis-
tic, standard �MC�2 steps are individual and stochastic; the
computational exchange made in substituting MD for �MC�2

is that of force calculation at every time step in return for
steps encompassing all particles in the system. The single-
particle character of standard �MC�2 steps can be exploited to
lower their cost from O�N2� to O�N� in a system of N par-
ticles described by a pair potential, but no analogous reduc-
tion is afforded self-consistent potentials including interac-
tion levels much higher than the pair. It remains true,
however, that �MC�2 possesses inherent flexibility unavail-
able to MD,13 such as constant temperature or pressure sam-
pling without need of a stochastic bath, or chemical equilib-
rium sampling without need of a reactive potential surface.14

For these reasons, it is worthwhile to explore �MC�2 algo-
rithms harnessing the accuracy of AI quantum chemistry
without requiring full system energy evaluation following
every single-particle displacement.

One alternative is to build trial moves from collective
displacement of several or even all particles. The acceptance
probability of a collective move will be much lower than that
of its constituents taken independently, however, becausea�Electronic mail: jcoe@lanl.gov.
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single-particle steps are chosen randomly and thus lack in-
formation regarding intermolecular forces �except for vari-
ants such as force bias15 and “smart”16 MC�. This fact is
illustrated clearly in a hard-sphere fluid, where the likelihood
that two particles will overlap increases monotonically with
the number of particles displaced; if a collective step yields
even a single overlap, its acceptance probability will vanish
entirely. This will result in many wasted trial steps, a weighty
consideration if each acceptance test requires significant
computing time. The radius of trial moves could be dramati-
cally reduced in order to salvage the acceptance probability,
but only at the expense of slow configuration space explora-
tion; as before, precise equilibrium averages will require
many energy evaluations. In this sense MD steps can be
viewed as “directed” forms of multiparticle �MC�2 moves, in
that time-reversible integration of the equations of motion
guarantees energy conservation and thus unit acceptance
probability of the “trial move.” No such guarantee exists
when trial moves are chosen stochastically.

An alternative means of building �MC�2 steps was intro-
duced recently by Iftimie et al.,17 followed by an indepen-
dent treatment from Gelb.18 Although several monikers have
been applied,19 we will refer to this procedure as nested
Markov chain MC �N�MC�2�. The method is conceptually
related to �MC�2 with stochastic potential switching,20 mul-
tiple “time steps,”21 multilevel summation,22 resolution
exchange,23 and hybrid replica exchange.24 In N�MC�2 a se-
ries of elementary moves �in the NPT ensemble, single par-
ticle or volume adjustments�, each accepted with Boltzmann
weight, is made in a “reference” system defined by an inex-
pensive �but less accurate� potential. At the end points of this
sequence, the energy is evaluated again with a more accurate
potential defining the “full” system. Through appropriate
modification of the acceptance criterion, the reference system
Markov chain is transformed into a composite trial step ac-
cepted with Boltzmann weight in the full system. As long as
the reference potential captures adequately the physics of the
full potential, these composite trial moves retain a reasonable
probability of acceptance; the more reference steps compris-
ing a composite move �or the less capably the reference po-
tential captures the interactions present in the full potential�,
the lower its acceptance probability. The difficulty is that the
reference and full potentials sample different statistical dis-
tributions, and so the number of reference steps combinable
into a composite step is strongly limited by the practical need
of a reasonable acceptance probability for the latter. In spite
of this difficulty, N�MC�2 permits �MC�2 sampling of an ac-
curate potential without having to evaluate it following every
single-particle displacement, and in this sense represents an
important step toward realistic implementation of �MC�2

with an AI potential. Although its application already has

been fairly extensive,12,25 the present work attempts to im-
prove upon the original N�MC�2 algorithm by addressing its
principal weakness; namely, the potentially poor overlap of
reference and full distributions.

In order to minimize the number of full energy evalua-
tions required to achieve target variance in ensemble aver-
ages, configurations at which the full energy is evaluated
should be as decorrelated �vide infra� as possible. Decorre-
lation requires separation by a large number of reference
steps, a number constrained also by the acceptance probabil-
ity for the composite step. By manipulating the thermody-
namic variables of the reference system, we show how to
maximize the overlap of reference and full distributions. This
procedure maximizes also the acceptance probability for
composite steps built from a fixed number of reference steps,
minimizes the correlation of energies sampled in the full sys-
tem, and thereby lowers considerably the number of full en-
ergy evaluations needed to sample with high precision.

Section II describes the potentials used to generate the
results that follow. The next sections provide a brief over-
view of conventional MC sampling �III� and basic N�MC�2

�IV�. Section V contains our primary contribution, wherein
we outline a means of optimizing N�MC�2 sampling effi-
ciency. Section VI summarizes and offers some suggestions
for further development.

II. POTENTIAL MODEL

The N�MC�2 procedure evaluates the energy of a con-
figuration using two different potentials: an approximate po-
tential for single-particle steps and a more accurate one for
composite steps. We assume that quantities for comparison
with experiment are computed in the full system. In the
present work, the purpose of which is to test and optimize
the procedure, we will utilize combinations of pair potentials
equal in computational expense but differing in their param-
etrization. In the future, a model potential will be used as
reference for a full system characterized with DFT.26

The model potentials used below describe diatomic mol-
ecules of fixed bond length and with interaction sites at their
atomic centers. Pairwise interaction of atomic sites a and b
are modeled with the Buckingham exponential-6 potential,

��rab� =
�

� − 6
�6e��1−rab� −

�

rab
6 � , �1�

where

rab
2 =

0.25rij
2 �li

2 + lj
2� + �− 1�a�rij · li� + �− 1�b�rij · l j� + �− 1�a+b0.5�li · l j�

r0
2 . �2�
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The site-site separation distance rab has been expressed in
terms of the center-of-mass �COM� separation vector �rij� for
interacting molecules i and j, and the individual bond vectors
li and l j �of lengths li and lj�. The full interaction of two
diatomics is then

�ij = �
a=1

2

�
b=1

2

��rab� . �3�

The potential parameters �, �, and r0 were chosen to roughly
approximate compressed nitrogen fluid on its shock
Hugoniot locus.27 Details of the fitting procedure used to
determine these parameters will be described in an upcoming
publication.26 The final values are

� = 34.156 K,

r0 = 4.037 Å, �4�

� = 12.29.

We enforced a minimum allowable rab slightly greater than
the N2 bond length �rab

min=1.20 Å� as a guarantee of smooth
behavior throughout the simulations. In testing the N�MC�2

procedure, li and lj were fixed at 1.10 Å in the full system but
shortened in 0.05 Å increments to generate a series of refer-
ence systems. The reference potential approaches a purely
spherical COM interaction as lj→0, thus providing a poorer
approximation to the full potential. Because bond lengths in
the full system are fixed, and li= lj in all reference systems,
we will refer only to l �and always in the context of the
reference system� in what follows.

Although each site-site interaction described by Eq. �1�
is spherical, the sum of these interactions �3� for a pair of
molecules is highly anisotropic. Figure 1 schematically illus-
trates some of the quantities appearing in Eqs. �1� and �2� for
a pair of molecules. The pair is drawn in three fiducial
configurations28 labeled T, L, and X, defined by the quartet
of angles ��1 ,�1 ,�2 ,�2�. ���� is the angle in �out of� the
plane of the paper, and angles are zeroed to the configuration
in which the molecules are parallel to one another �not
shown�. The subscripts label the molecules. Figure 2 displays
the variation in potential for each of these configurations as a
function of COM separation and bond length l. The full

potential �l=1.10 Å� is compared with a purely spherical
potential �l=0� and one of the reference potentials
�l=0.90 Å� used below. The ordinate is drawn on a log
scale, and it is clear that the reference potential may differ
substantially both from the full potential and from that of a
purely isotropic interaction.

III. STANDARD MC SAMPLING

In keeping with an earlier presentation of the N�MC�2

method,18 we have adopted the structure and notation of Ref.
29 to describe MC sampling. Matrices are indicated by bold
lettering, and their individual elements by a subscripted,
italicized form of the same symbol. The system is described
by a state vector �, each element of which defines the prob-
ability that the system is in state �i. These probabilities vary
as steps are added to the Markov chain, a process performed
by repeated application of the transition matrix p to the state
vector �,

�T�n�p = �T�n + 1� . �5�

Here we have written the states as transposed column vectors
and indicated the step number by n. Following Metropolis,6

we demand that the �i be asymptotically distributed accord-
ing to their Boltzmann weights,

�i
� � eWi, �6�

where

�� = lim
n→�

��1�pn. �7�

In the isothermal-isobaric ensemble,30 for which the corre-
sponding potential is the Gibbs free energy,31

Wi = − 	�Ui + PVi� + N ln Vi, �8�

FIG. 1. Diatomic pair configurations used to illustrate the anisotropy of the
potential defined by Eqs. �1�–�4� and its variation with intramolecular bond
length l in Fig. 2. Bond lengths are fixed at 1.10 Å in the full system, but
varied from 0.90 to 1.05 Å in the reference systems. Configuration types T,
L, and X are characterized by the four angles ��1 ,�1 ,�2 ,�2�, where � and �
represent rotation of molecules 1 and 2 within and out of the plane of the
page, respectively. Diatomic bond vectors in the T and L configurations
therefore are coplanar, whereas those in the X configuration are perpendicu-
lar. Clockwise rotations are positive, and all angle values are zeroed to those
in the parallel configuration �not shown�.

FIG. 2. Illustration of the pair potential defined by Eqs. �1�–�4� as a function
of the COM separation rij. The full potential �l=1.10 Å� is compared to a
spherical potential �l=0, where all configurations are equivalent�, as well as
to the reference potential with the shortest bond length �l=0.90 Å�. Varia-
tions in potential �ij are plotted on a log scale, revealing its highly aniso-
tropic character. See Fig. 1 for an explanation of the X, T, and L
configurations.
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Ui and Vi are the internal energy and volume �respectively�
of state i, N is the total number of atoms in the system, and
	 has its usual meaning as the inverse product of temperature
with the Boltzmann constant �kBT�−1. A simple step toward
realization of Eq. �6� is construction of the transition matrix
p such that

��p = ��, �9�

meaning that once reached, the limiting distribution is per-
manently maintained. This is known as the balance condi-
tion. The elements of p define the probability of transition
between various states, meaning that

pij 
 0 ∀ i, j . �10�

Conservation of probability mandates that

�
j

pij = 1 ∀ i �11�

as well. Equation �11� identifies p as a stochastic matrix. The
Markov chain is irreducible �or ergodic� if there exists some
n such that

�pn�ij � 0, ∀ i, j , �12�

establishing that any final state can be reached from any
initial state simply by repeated application of p to an �arbi-
trary� initial state vector ��1�. If p is stochastic, irreducible,
and aperiodic, the Perron–Frobenius theorem4 ensures that it
possesses a single left eigenvector having unit eigenvalue,
and that this eigenvector represents the limiting distribution.
This guarantee does not, however, ensure that the limiting
distribution is the Boltzmann distribution. For this, an ex-
plicit form of pij compatible with Eq. �6� must be specified.

A helpful constraint in this regard is microscopic revers-
ibility,

�ipij = � jpji. �13�

Although Eq. �13� is unnecessarily strong,1,32 its combination
with Eq. �11� guarantees satisfaction of Eq. �9�. We now
restrict pij to the product form

pij = qij�ij , �14�

where qij is the �marginal� probability of making a trial step
from state i to state j and �ij is the �conditional� probability
of accepting such a move. The average number of systems
attempting this transition will be �iqij, and the average num-
ber attempting the reverse transition will be � jqji. Metropolis
et al.6 were the first to show that Eq. �6� will be satisfied
when

�ij = min�qji� j

qij�i
,1� , �15�

if the �i are defined as eWi. In the �very common� event that
the marginal distribution is uniform and thus qij =qji by con-
struction, this reduces to

�ij = min�eWj−Wi,1� . �16�

The choice of �ij given in Eqs. �15� and �16� satisfies micro-
scopic reversibility as well, so long as there is a nonzero
probability of remaining in the same state,

pii = 1 − �
j�i

pij � 0. �17�

The matrix elements qij represent the probability of making a
trial move, such as a displacement or a volume change. For
single-particle displacements limited to a sphere of cutoff
radius rc, qij is the uniform probability of choosing a trial
state j in which a single particle has been moved to a differ-
ent point within the sphere; this uniformity is what permits
reduction of Eq. �15� to Eq. �16�. For more sophisticated
move types such as the composite moves introduced below,
the distribution of trial moves may not be uniform, in which
event q will assume a more complicated form. In that case,
the simple decomposition of pij assumed in Eq. �14� can be
leveraged to yield the new matrix � in relatively straightfor-
ward fashion. This procedure is illustrated in Sec. IV.

IV. NESTED MARKOV CHAIN MC

The N�MC�2 procedure distinguishes the full system of
interest from a reference system defined by an alternate po-
tential. In what follows, reference system quantities will be
indicated with superscripted zeros. Reference and full system
volumes are identical, so no attempt will be made to distin-
guish the two.

Consider a sequence of M elementary reference steps
connecting configurations i and j. Each of these steps is ac-
cepted on the basis of the standard Metropolis criterion �15�
using reference system energies. We wish to transform this
sequence of steps accepted in the reference system into a
trial step made in the full system. The full system qij are no
longer drawn from a uniform distribution; rather, they are
built from a sequence of M points accepted with Boltzmann
weight in the reference system. What is the appropriate form
of the new �ij, the acceptance probability in the full system?
The full system qij are

qij = �
k=1

M

pk−1,k
�0� = �

k=1

M

qk−1,k
�0� �k−1,k

�0�

= �
k=1

M

qk−1,k
�0� min� �k

�0�qk,k−1
�0�

�k−1
�0� qk−1,k

�0� ,1� , �18�

meaning that
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qij

qji
=

q0,1
�0� min��1

�0�q1,0
�0�

�0
�0�q0,1

�0� ,1� � q1,2
�0� min��2

�0�q2,1
�0�

�1
�0�q1,2

�0� ,1� � ¯ � qM−1,M
�0� min� �M

�0�qM,M−1
�0�

�M−1
�0� qM−1,M

�0� ,1�
qM,M−1

�0� min��M−1
�0� qM−1,M

�0�

�M
�0�qM,M−1

�0� ,1� � ¯ � q2,1
�0� min��1

�0�q1,2
�0�

�2
�0�q2,1

�0� ,1� � q0,1
�0� min��0

�0�q0,1
�0�

�1
�0�q1,0

�0� ,1� . �19�

Following Gelb,18 note that

qk−1,k
�0� min� �k

�0�qk,k−1
�0�

�k−1
�0� qk−1,k

�0� ,1�
qk,k−1

�0� min��k−1
�0� qk−1,k

�0�

�k
�0�qk,k−1

�0� ,1� =
�k

�0�

�k−1
�0� , �20�

which, in combination with reordering of factors in Eq. �19�,
implies that

qij

qji
=

�1
�0�

�i
�0� �

�2
�0�

�1
�0� �

�3
�0�

�2
�0� � ¯ �

� j
�0�

�M−1
�0� =

� j
�0�

�i
�0� . �21�

Substituting Eq. �21� into Eq. �15� gives

�ij = min�� j

�i

�i
�0�

� j
�0� ,1� , �22�

the acceptance probability of composite moves required for
Metropolis sampling of the full potential. In comparing �ij

with �ij
�0�, the standard ratio of Boltzmann factors for initial

and final states of the full system has been augmented by the
inverse of the standard ratio in the reference system �to
which Gelb refers as a “correction factor”�. The �k

�0� in Eq.
�22� are evaluated using the reference system temperature
�T�0�� and pressure �P�0��, but this in no way precludes use of
a different pressure �P� and temperature �T� in building �k

for the full system. Abbreviating the difference between full
and reference potentials for state k as Wk−Wk

�0�	Wk and
Wj −Wi	�W, Eq. �22� can be re-expressed as

�ij = 
 1, �W 
 0

e�W, �W � 0,
� �23�

If the reference energy always was related to the full energy
by a simple constant shift

Un
�0� + c = Un, �24�

the product in Eq. �22� would never deviate from unity, and
thus all composite moves would be accepted, regardless of
the magnitude of M. A distribution of W implies a distribu-
tion of �W, the mean of which is determined by the extent to
which the reference potential deviates from the full �or by the
number of reference steps between full energy evaluations�.
Because a Dirac �0� distribution of �W would yield unit
acceptance probability, reducing the absolute value of the
first two moments of the �W distribution raises the mean
value of �ij in Eq. �23�. These moments are dictated partly
by the thermodynamic state of the reference system, a fact
upon which we build the optimization procedure described in
Sec. V.

Unless otherwise indicated all full system results are for
a 3-D periodic system of 100 diatomic molecules at tempera-
ture T=728 K and pressure P=4.84 GPa, although our
methodology is in no way restricted to such extreme envi-
ronments. After an equilibration period of O�104� reference
steps,33 results were collected from an additional O�107� ref-
erence steps and averaged over 5–10 Markov chains started
from randomly chosen initial conditions.

The rate of convergence for ensemble averages depends
on the statistical independence of the sampling points in a
sense now defined. The left panel of Fig. 3 presents the dis-
tribution of reference energy per particle u�0� as given by
Eqs. �1�–�4� and for l=1.00 Å, calculated at a fixed number
of steps O from a reference configuration j. At an offset O
=10 steps, the energies u�0��j� and u�0��j+O� are highly cor-
related and thus the distribution is narrowly peaked about
u�0��j�. As the offset grows larger, the distribution widens
gradually up to O=3000, at which point the distribution
ceases to broaden. The right panel provides a quantitative
measure of this effect through the standard deviation � of the
Gaussian distribution. The width of the distribution at O

FIG. 3. Correlation of reference en-
ergy per particle u�0� at configurations
j with those separated by a fixed num-
ber of steps O for l=1.00 Å. The left
panel shows the uniform broadening
of the Gaussian distribution as the off-
set rises. The right panel illustrates
convergence of the distribution width,
as characterized by standard deviation
� for several different values of l. At
offset Ocorr=3000 steps, the energies
are approximately decorrelated and the
Gaussian width constant.
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=4000 is indistinguishable from that at O=3000. In fact,
energies are correlated only slightly at O=500, but a conser-
vative estimate of Ocorr is made in order to clarify the bench-
marks provided below. We define the correlation length Ocorr,
then, to be equal roughly to 3000 for this set of reference
potentials.

Gelb’s presentation of the N�MC�2 method18 suggested a
metric for evaluating its computational efficiency �maximum
speedup�, but did not attempt to quantify its sampling effi-
ciency. Because the reference and full potentials used here do
not differ in computational expense, we reverse the emphasis
and defer discussion of the total efficiency �some combina-
tion of sampling and computational efficiencies� for a later
work.26 The sampling efficiency of the method provides a
measure of the rate at which it will explore the relevant
space. This quantity is not determined by the acceptance
probability alone, but in balancing the need to separate full
energy evaluations by as many reference steps as possible
�up to Ocorr� with maintenance of a reasonable acceptance
probability for each composite move. In light of these con-
siderations, we define the sampling efficiency Es for a given
reference potential �characterized here by Ocorr� and offset O
as

Es�O,Ocorr� 	
�̄ min�O,Ocorr�

Ocorr
, �25�

where �̄ is the average acceptance probability of a composite
move from state i to state j when the states are separated by
O reference steps, and the min function reflects the efficiency
loss in increasing O beyond Ocorr. The min function really
should be replaced by one passing smoothly to Ocorr, but Eq.
�25� is sufficient for our purposes here. The possible range of
Es as defined by Eq. �25� is �0,1�, and the goal of the proce-
dure introduced below will be to maximize this quantity
through variation of �̄. If O is large but �̄ is small, then
accepted composite steps will explore configuration space
rapidly but much computational effort will be wasted on re-
jected steps; for small O and large �̄, composite steps will be
accepted with high probability but little ground will be cov-
ered in the process.

We now examine the performance of N�MC�2 for l val-
ues in the range of 0.90–1.05 Å. Figure 4 illustrates the ac-
ceptance probability and Fig. 5 the sampling efficiency as
defined by Eq. �25� for O=1–3000. As the reference poten-
tial deviates more strongly from the full potential �i.e., as l
decreases�, the performance of the method deteriorates rap-
idly, as evidenced by the downward shift in both the accep-
tance probability and efficiency curves. As is to be expected,
the acceptance probability also falls as the magnitude of the
offset rises. The inset in Fig. 4 demonstrates the ability to
obtain a good acceptance probability even with a poor refer-
ence potential, albeit at the cost of lowering O �meaning that
a greater number of total sampling points will be required�.
In this context it is important to emphasize that using O
values close to Ocorr is ideal, but not at all necessary for
sampling the full potential much more efficiently than with
conventional �MC�2. On this point, note that the efficiency
using any reference potential is minimal at O=1, which cor-
responds roughly to conventional �MC�2. Efficiency no

longer increases monotonically with the offset as the refer-
ence potential deviates more strongly from the full potential;
results for l=0.95 Å and l=0.90 Å exhibit maxima around
O=250 steps. These results will be scrutinized quantitatively
below, after introducing an optimized variant of N�MC�2.

FIG. 4. Acceptance probabilities obtained using the N�MC�2 procedure with
the potential defined by Eqs. �1�–�4�. Bondlength l is held fixed at 1.10 Å in
the full system, but varied from 1.05 to 0.90 Å in the reference systems.
Acceptance probabilities diminish rapidly as the offset O between full en-
ergy evaluations increases or as the similarity of the reference and full
potentials lessens. For all points, statistical errors in �̄ are smaller than the
symbol size. The inset enlarges the behavior at small O, showing that better
acceptance probabilities can be obtained even with the poorest reference
potential by shortening the reference system Markov chain.

FIG. 5. Sampling efficiencies Es corresponding to the acceptance probabili-
ties shown in Fig. 4 and as defined by Eq. �25� in the text. Local maxima
occur at small O as the quality of the reference potential deteriorates, but
note efficiencies are minimal at O=1, corresponding roughly to that of
standard MC. The inset enlarges the behavior at small O.
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V. OPTIMIZED N„MC…

2 PROCEDURE

The average acceptance probability Ā for composite
steps connecting configurations i and j can be expressed ex-
actly in the limit that i and j are fully decorrelated,

Ā 	 lim
O→Ocorr

�̄ . �26�

The initial states i will, by construction, possess relative
weights eWi drawn from the full distribution. The final states
j will, in the Ocorr limit, be drawn randomly from the refer-

ence distribution and thus carry weights eWj
�0�

. The accep-
tance probability of a composite trial step from state i to state
j is �ij, and this quantity is averaged over the configuration

and volume spaces of all decorrelated �i , j� pairs to obtain Ā,

Ā =
� � � � �ije

Wi+Wj
�0�

d�idVid� jdVj

� � � � eWi+Wj
�0�

d�idVid� jdVj

=
� � � � �ije

Wi�eWi
�0�+Wj

�0�
�d�idVid� jdVj

� � � � eWi�eWi
�0�+Wj

�0�
�d�idVid� jdVj

. �27�

Because composite steps are built from a sequence of el-
ementary moves accepted with Boltzmann weight in the ref-
erence system, the terms appearing in parenthesis in Eq. �27�
are implicitly taken into account when �MC�2 sampling on
the basis of the reference potential. Indicating a double av-
erage over initial and final states by nested brackets, Eq. �27�
can be condensed as follows:

Ā =
�ije

Wi��0

eWi��0
, �28�

where the subscripted “0” indicates that the averaging is per-

formed entirely in the reference ensemble. Ā can be built
from Eq. �28� by sampling W at a collection of decorrelated
configurations �each separated by O
Ocorr reference steps�,
meaning that the sampled points will be drawn purely from
the reference distribution and thus without application of Eq.
�22�. We refer to this reference distribution sampling as the

“reweighting” calculation,34,35 and Ā evaluated on this basis

will be denoted Ārw . Ārw constitutes an a priori estimate of Ā,
in the sense that it provides an acceptance probability for
N�MC�2 composite steps �but only in the Ocorr limit� without
recourse to an actual N�MC�2 simulation.

We now step through the procedure for performing an
optimized N�MC�2 simulation at a prescribed set of thermo-
dynamic conditions �P= P� ,T=T��. The reference �full� sys-
tem weights Wk

�0� �Wk� appearing in Eq. �27� depend on the
reference �full� system temperature and pressure through Eq.

�8�, meaning that Ā	 f�P�0� ,T�0� , P ,T�. Hereafter, the vari-

able dependencies of Ā will be listed in this order. From a
single set of reference configurations collected in the re-

weighting calculation at �P�0� ,T�0��, a family of Ārw differing
only in the values assigned to �P ,T� can be constructed from
Eq. �28�. Because it is the thermodynamic state of the full
system only that we wish to match with experiment,
�P�0� ,T�0�� can be treated separately from �P ,T� and the latter

varied as free parameters in order to maximize Ārw for a

given set of configurations. Previously34 we applied a similar
idea to the thermodynamics of fluid N2 as described by DFT,
but strictly in the context of reweighting configurations al-
ready sampled using traditional �MC�2. The reference system

parameters can be varied to yield maximal Ārw= Āmax
�0� at op-

timal �P�0�= Popt
�0� ,T�0�=Topt

�0��,

Āmax
�0� �Popt

�0�,Topt
�0�,P�,T�� = max�Ārw�x,y,P,T�:P1

�0� � x

� P2
�0�,T1

�0� � y � T2
�0�:P = P�,T = T�� ,

�29�

where the reference system �x ,y�= �P�0� ,T�0�� has been
scanned over a given domain. This approach is permissible,
but requires iteratively resampling W �which includes
evaluation of the full potential�. Alternatively one can satisfy

Āmax�P�,T�,Popt,Topt� = max�Ārw�P�0�,T�0�,x,y�:P�0� = P�,T�0�

= T�:P1 � x � P2,T1 � y � T2� , �30�

using the same set of reference configurations for each �x ,y�
pair. In general, Āmax

�0� is a function of �P ,T� and Āmax is a
function of �P�0� ,T�0��; in Eqs. �29� and �30�, we have speci-
fied an actual value for these functions at designated values
of �P�0� ,T�0� , P ,T�. Upon solution of Eq. �30� there are at
least two different ways of returning the full system to the
thermodynamic state of interest at �P= P� ,T=T��. The first is
to collect reweighting samples at multiple �P�0� ,T�0��, solve
Eq. �30� at each thermodynamic state to yield a set of corre-
sponding �Popt ,Topt� pairs, calculate ensemble averages at
each new pair using the optimized N�MC�2 procedure, then
interpolate between those averages to obtain approximate
values at the �P= P� ,T=T�� combinations desired. We will
take this approach in a future publication26 where N�MC�2

will be used to characterize the shock Hugoniot locus of N2

over a wide range of thermodynamic conditions. Here we
assume a simpler approach, more suitable for use of N�MC�2

at an isolated thermodynamic state. After solving Eq. �30� for
�Popt ,Topt�, we linearly extrapolate back to the original, de-

TABLE I. Summary of optimized N�MC�2 parameters for four different

reference potentials �l=0.90–1.05 Å�. Acceptance probabilities Ārw are de-

fined a priori by evaluation of Eq. �28� with reweighting samples; ĀMC are
calculated a posteriori from N�MC�2 simulation at the specified conditions.

Āmax represents Ārw following solution of Eq. �30�. All acceptance probabili-

ties are listed in the form Ā	 f�P�0� ,T�0� , P ,T�. Uncertainties in the final
digit of the acceptance probabilities are indicated in parenthesis.

l �Å� 1.05 1.00 0.95 0.90
T� �K� 728 728 728 728
P� �GPa� 4.84 4.84 4.84 4.84
Topt �K� 756 796 846 867
Popt �GPa� 5.08 5.35 5.74 6.08

Topt
�0� �K� 700 660 610 589

Popt
�0� �GPa� 4.60 4.33 3.94 3.60

Ārw�P� ,T� , P� ,T�� 0.367�5� 0.069�3� 0.010�1� 0.001�0�
ĀMC�P� ,T� , P� ,T�� 0.355�6� 0.084�3� 0.018�3� 0.006�1�
Āmax�P� ,T� , Popt ,Topt� 0.512�5� 0.195�5� 0.061�3� 0.024�2�
ĀMC�P� ,T� , Popt ,Topt� 0.553�7� 0.279�9� 0.077�9� 0.030�5�
ĀMC�Popt

�0� ,Topt
�0� , P� ,T�� 0.548�6� 0.252�7� 0.078�6� 0.021�5�
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sired �P� ,T�� and apply the same transformation to the ref-
erence variables, yielding approximate �Popt

�0� ,Topt
�0��,

Popt
�0� � P�0� + �P� − Popt�, Topt

�0� � T�0� + �T� − Topt� . �31�

Optimized N�MC�2 is then performed at �Popt
�0� ,Topt

�0� , P� ,T��.
Concrete examples of this procedure are shown in Table I.
Beginning at T=T�0�=T�=728 K and P= P�0�= P�
=4.84 GPa, unoptimized N�MC�2 simulations were carried
out with all four reference system bond lengths l and the

resultant ĀMC�P� ,T� , P� ,T�� recorded. ĀMC values represent

an a posteriori estimate of Ā, calculated simply as the num-
ber of accepted composite steps divided by the total number
of composite trial steps in a N�MC�2 simulation. The refer-
ence distribution of W was then sampled at O�104� points,

from which Ārw�P� ,T� , P� ,T�� was built using Eq. �28�. P

and T were varied with Eq. �30� to yield Āmax and �Popt ,Topt�,
then Eq. �31� was used to generate �Popt

�0� ,Topt
�0��. Finally,

N�MC�2 simulations using the two optimized sets
�P� ,T� , Popt ,Topt� and �Popt

�0� ,Topt
�0� , P� ,T�� were performed to

yield the corresponding ĀMC. Note that optimized reference

system variables were obtained by solution of Eq. �31�, not

Eq. �29�; thus, no a priori estimate of ĀMC�Popt
�0� ,Topt

�0� , P� ,T��
is available. Numbers in parenthesis indicate statistical un-
certainty in the final digit recorded. Discrepancies of greater
than one � between theoretical and computed values most
likely reflect use of incompletely decorrelated samples.

We found the surface describing Ārw as a function of P
and T �or P�0� and T�0�� to be generally smooth, and the
scanned range of pressure and temperature values can be
squeezed iteratively in combination with finer meshes until a
maximum is located; this approach proceeds with little diffi-
culty. The left panel in Fig. 6 presents a contour plot of
predicted acceptance probabilities scanned over range of
750–850 K and 4.75–5.75 GPa for the reference potential l
=1.00 Å. Contour values were obtained in the process of
solving Eq. �30�, so the temperature and pressure being var-
ied are that of the full system. The arrow points in the direc-
tion of uniformly increasing contour values, and the vertical

dotted line marks the temperature at which Ārw is maximal. A
trio of acceptance probability “isotherms” drawn from the
contour plot is depicted in the right panel; these curves scan

FIG. 7. Convergence of optimized �P= Popt ,T=Topt� as a function of the number of reweighting points Nrw. For each value of Nrw, �Popt ,Topt� are found by

solution of Eq. �30� using Ārw built from Eq. �28�. As the quality of the reference potential increases �l→1.10 Å�, so does the speed of convergence.

FIG. 6. Maximization of the acceptance probability Ārw�P� ,T� , P ,T� by variation in full system pressure and temperature in Eq. �30�. The contours in the left
panel show acceptance probabilities for pressures of 4.75–5.75 GPa and temperatures of 750–850 K. The arrow points in the direction of uniformly increasing
contour values; the dotted line indicates the isotherm containing the maximum acceptance probability. Three such isotherms are plotted in the right panel,

including the one containing the Ārw maximum at T=790 K.
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Ārw over a range of pressures at fixed temperature. The over-
all maximum is clearly identifiable at T=790 K and P
=5.35 GPa.

Solution of Eq. �29� or Eq. �30� requires sampling at

enough points to provide a reliable estimate of Ārw from Eq.
�28�. If such estimates require a large number of sampling
points, then the sampling efficiency gained by optimizing
N�MC�2 will be lost in the overhead of performing the opti-
mization itself. It is reasonable, then, to ask how many sam-
pling points Nrw are required to predict stable values of
�Popt ,Topt� or �Popt

�0� ,Topt
�0��. The convergence of �Popt ,Topt� with

respect to Nrw is illustrated in Fig. 7, where it appears to be
faster for reference potentials closer to the full potential;
while �Popt ,Topt� for l=1.05 Å are converged at Nrw=1000,
�Popt ,Topt� for l=0.90 Å are clearly unconverged even for
Nrw=5000. We hasten to note, however, that convergence of
the acceptance probability is much more important than con-

vergence of the thermodynamic parameters. If Āopt exhibits a
broad, flat peak when expressed as a function of P and T,
then strict convergence of the latter two is not necessary to
ensure a dramatically improved acceptance probability. Fig-

ure 8 confirms that this is indeed the case: the Āopt for all four
reference potentials stabilize at roughly 1000 steps to the
�Popt ,Topt� shown in Table I.

Having obtained solutions to Eq. �30� and extrapolated
back to �Popt

�0� ,Topt
�0�� with Eq. �31�, we now examine the per-

formance of optimized N�MC�2 using the new set of thermo-
dynamic reference variables. Optimal acceptance probabili-
ties and efficiencies are shown in Figs. 9 and 10 and should
be compared directly to those of Figs. 4 and 5, respectively
�note that the ordinate scales in Figs. 5 and 10 differ�. Im-
provements in acceptance probability as a percentage of the
unoptimized values for O=100–3000 are shown in Table II.
Improvement is significant for all potentials at all values of
O, but the marginal gain increases as O grows larger and �in
general� as the reference potential deviates more strongly
from the full potential. The greatest performance improve-
ments are for l=0.95 Å, possibly indicating that already at

l=0.90 Å the physics embodied by the reference potential
starts to deviate too strongly from that of the full potential
for the optimization procedure to be fully effective.

The distribution U	U−U�0� of potential energy differ-
ences sampled by trial states in N�MC�2 interpolates between
the distribution found by Metropolis sampling on the basis of
the reference or full potential alone: for small O, the distri-
bution of trial U is roughly that encountered in sampling on

FIG. 8. Convergence of the optimal acceptance probability

Āopt�P� ,T� , Popt ,Topt� as a function of reweighted sampling points Nrw . Ārw is
built from Eq. �28� and optimized using Eq. �30�. All four potentials roughly
converge within 1000 steps, although convergence becomes slightly oscilla-
tory as the potential deviates further from the full potential. For Nrw


1000, the statistical errors are roughly the size of the symbols.

FIG. 9. Average acceptance probabilities �̄ for the optimized N�MC�2 pro-
cedure as a function of the number of reference steps O taken between full
energy evaluations. Results should be compared with the those of the unop-
timized procedure, shown in Fig. 4.

FIG. 10. Sampling efficiency Es for the optimized N�MC�2 procedure as a
function of the number of reference steps O taken between full energy
evaluations. Results should be compared to those of the unoptimized proce-
dure, shown in Fig. 5.
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the basis of U only; in the Ocorr limit, the U distribution
corresponds exactly to that found in sampling strictly on the
basis of U�0� �in this case, the trial state loses its “memory”
of the initial state�. Because trial states are assigned Boltz-
mann weight in the full system, the acceptance probability of
N�MC�2 steps is reflected indirectly in the overlap of the U
distributions for trial and accepted states �both distributions
are a function of volume�. Figure 11 illustrates u �where
u	�U−U�0�� /N� versus v �v	V /N� for l=1.05 Å and O
=1000. Unoptimized N�MC�2 results are shown in the left
panel and optimized results in the right. The overlap of the
trial �black points� and accepted �gray �red� points� distribu-
tions increases significantly upon optimization, where we
have indicated the values of �P0 ,T0 , P ,T� used in the under-
lying simulations. Figure 12 illustrates the same data, but for
l=0.90 Å and O=1000. Again, optimization increases the
overlap considerably. The density of accepted points is much
lower than in Fig. 11, in keeping with the acceptance prob-
abilities listed in Table II. The system exhibits also a strong
tendency to become “trapped” at certain volumes, indicated
by the broken, vertical collections of trial points. As stated in
Sec. IV, the acceptance probability for N�MC�2 steps remains
good even with a poor reference potential if one is willing to
employ a smaller O. Figure 13 shows the same distributions
as in Fig. 12, but for O=250 instead of O=1000. Not only
are the overlaps between trial and accepted distributions
greater before and after optimization, but the volume trap-
ping noted in connection with Fig. 12 is absent almost en-
tirely. There is considerably more skew in the trial distribu-

tion for smaller offsets; this reflects correlation between
initial and final points in the composite trial step. Although
this combination of reference potential and O yields high
overlap and thus a good acceptance probability, many more
sampling points will be required to minimize the variance in
ensemble averages.

From the sets of trial and accepted points shown in Figs.
11 and 12, one can build the �W distributions appearing in
Eq. �23�, thus establishing a direct link between trial distri-
butions and acceptance probabilities. Figure 14 depicts the
�W distributions built from Figs. 11 �left panel� and Fig. 12
�right panel�. As expected, the distributions for the better
reference potential �l=1.05 Å� are narrower and their means
lie closer to zero. Optimization substantially lowers the ab-
solute value of �W�� and ���W� for both values of l �we
have indicated the double averaging over initial and final
points by nested brackets�, and both of these factors contrib-
ute to a higher average acceptance probability for composite
moves. This exercise provides an alternate means of evalu-
ating the performance of the optimization procedure, in that
the first two moments of the �W distribution are closely
related to the acceptance probability. Table III provides an
overview of these moments �before and after optimization�
for all of the potentials surveyed.

TABLE II. Improvements in efficiency for optimized relative to unopti-
mized N�MC�2, as a percentage of efficiency for the latter and as a function
of the reference system Markov chain length O.

O l=1.05 Å l=1.00 Å l=0.95 Å l=0.90 Å

100 17 35 31 20
250 26 67 100 60
500 31 89 167 175

1000 51 179 471 350
2000 56 210 473 533
3000 54 182 359 250

FIG. 11. �Color online� Distribution of energy difference per particle �u
	��U−U�0�� /N�� vs volume per particle �v	V /N� for the unoptimized
�left� and optimized �right� N�MC�2 procedure at l=1.05 Å and offset O
=1000. The black data represent trial composite steps; the gray �red� data
are accepted composite steps. The �W appearing in Eq. �23� are found from
the difference in trial and accepted points. Note the increase in overlap of
these distributions upon optimization, and thus the decrease in �W��.

FIG. 12. �Color online� Distribution of energy difference per particle �u
	�U−U�0�� /N� vs volume per particle �v	V /N� for the unoptimized �left�
and optimized �right� N�MC�2 procedure at l=0.90 Å and offset O=1000.
The black data represent trial composite steps; the gray �red� data are ac-
cepted composite steps; accepted points have been enlarged slightly relative
to trial points in order to enhance contrast. The �W appearing in Eq. �23� are
found from the difference in trial and accepted points. Note the change in
overlap of the distributions upon optimization.

FIG. 13. �Color online� Distribution of energy difference per particle �u� vs
volume for the unoptimized �left� and optimized �right� N�MC�2 procedures
at l=0.90 Å and offset O=250. The black data represent trial composite
steps; the gray �red� data are accepted composite steps. The �W appearing
in Eq. �23� are found from the difference in trial and accepted points. Even
for a poor reference potential, significant acceptance probabilities can be
achieved by lowering O �cf. Fig. 12�. Note that for lower values of O, the
correlation of u and v remains even in the trial distribution.
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VI. SUMMARY

Nested Markov chain MC �N�MC�2� allows �MC�2 sam-
pling with a potential of given accuracy �the full potential�
without needing to evaluate it following every elementary
step. By stringing together a sequence of single-particle
moves accepted on the basis of a more approximate potential

�the reference system�, trial steps in the full system are made
to encompass multiple particles. The acceptance probability
of this composite step can be maximized in at least two dif-
ferent ways. The first, described above, involves manipula-
tion of the thermodynamic conditions characterizing the ref-
erence system such that the variance of the U versus V
distribution36 is minimal. A second means of optimization,
not explored here, is direct, iterative modification of the ref-
erence potential to conform with “targets” �such as average
energies or volumes� computed with the full potential.
Changes could be made adaptively to the reference potential
functional form or its parametrization or �in the case of an AI
reference potential� the basis set or level of convergence. An
iterative strategy similar to that used in optimal pulse
shaping37 or empirical structure refinement38 could be em-
ployed in combination with the thermodynamic optimization
described above to yield an even more efficient route to ac-
curate equilibrium sampling.

Clearly there are limits to the range of reference poten-
tials suitable to any given full potential. Qualitative differ-
ences in the nature of intermolecular forces, such as the com-
plete absence of attractions, cannot be salvaged using the
optimized N�MC�2 procedure; hard spheres will never be a
good reference for AI water. Once a pair of potentials is
different enough that the overlap of their U versus V distri-
butions is nearly zero, collecting statistics to evaluate Eq.
�27� does become quite difficult. These difficulties were ap-
parent even in the l=0.90 Å case above, in spite of the fact
that our reference and full potentials have the same func-
tional form. Bennett’s methods39 for estimating �W surely
are useful in this context, but it is unlikely that even optimal
performance will be acceptable if such techniques are re-

quired simply to estimate Ā �i.e., thermodynamic optimiza-
tion can only move the distribution so far�. In cases of irre-
mediably small overlap, one should probably opt for a
different set of potentials.
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An optimized variant of the nested Markov chain Monte Carlo �n�MC�2� method �J. Chem. Phys.
130, 164104 �2009�� is applied to fluid N2. In this implementation of n�MC�2, isothermal-isobaric
�NPT� ensemble sampling on the basis of a pair potential �the “reference” system� is used to
enhance the efficiency of sampling based on Perdew–Burke–Ernzerhof density functional theory
with a 6-31G* basis set �PBE /6-31G*, the “full” system�. A long sequence of Monte Carlo steps
taken in the reference system is converted into a trial step taken in the full system; for a good choice
of reference potential, these trial steps have a high probability of acceptance. Using decorrelated
samples drawn from the reference distribution, the pressure and temperature of the full system are
varied such that its distribution overlaps maximally with that of the reference system. Optimized
pressures and temperatures then serve as input parameters for n�MC�2 sampling of dense fluid N2

over a wide range of thermodynamic conditions. The simulation results are combined to construct
the Hugoniot of nitrogen fluid, yielding predictions in excellent agreement with experiment. © 2009
American Institute of Physics. �DOI: 10.1063/1.3200904�

I. INTRODUCTION

The behavior of matter subjected to extreme conditions
is a topic of abiding interest, having direct application to
shock physics1 as well as the planetary2 and geosciences.3 Its
relevance to the latter has assumed new importance in the
wake of global climate change, as sequestration of CO2 in
underground reservoirs may constitute a vital component in
emission-free processing of fossil fuels.4 The focus here will
be on equilibrium characterization of warm, dense fluids
such as those produced by detonation of high explosive �HE�
compounds. Specifically, Monte Carlo �MC� simulation5,6

will be used to characterize the locus of accessible shock
states �known as the Hugoniot locus7� for molecular nitrogen
fluid, an almost ubiquitous component of HE detonation
product mixtures.

Recently8 �hereafter, we will refer to Ref. 8 as Paper 1�
we reported a thermodynamic optimization procedure de-
signed to improve the sampling efficiency of the nested Mar-
kov chain Monte Carlo �n�MC�2� method.9,10 The n�MC�2

procedure partitions a standard MC simulation into a refer-
ence system defined by an approximate potential and a full
system defined by an alternative, more accurate one. A se-
quence of elementary moves �in the NPT ensemble, these
correspond to single-particle displacements or volume ad-
justments�, each accepted with Boltzmann weight in the ref-
erence system, is used to build a many-particle composite
trial step taken in the full system. A slight modification of the
acceptance criterion for these extended trial steps recovers
Metropolis sampling of the full potential without having to
evaluate it at each configuration. The approach developed in
Paper 1 improved the efficiency of the n�MC�2 technique by

allowing the thermodynamic states of the reference and full
systems to vary independently such that their respective dis-
tributions attained maximal overlap, thereby raising the
mean acceptance probability for trial composite steps. Be-
cause the purpose of Paper 1 was merely to illustrate the
procedure, the reference and full systems were defined by
model potentials not differing in computational expense. The
present work serves both to extend the application of opti-
mized �o-� n�MC�2 to a full system characterized by density
functional theory �DFT� �Ref. 11� and to construct the shock
Hugoniot locus of fluid N2 at this level of theory.

The following section describes in detail the potentials
used, an analytical pair potential for the reference system and
DFT for the full system. Section III reviews the principal
expressions making up the o-n�MC�2 procedure, referring
the reader to previous works for their full justification. Sec-
tion IV outlines the continuum theory of shock waves as
expressed in the Rankine–Hugoniot relations as well as the
implementation of these relations in the context of atomistic
simulation; this linkage is then illustrated by construction of
the N2 Hugoniot locus from the o-n�MC�2 simulation results
discussed in Sec. III. The final section summarizes and offers
some thoughts on future implementation of the procedure.

II. POTENTIAL ENERGY EVALUATION

A. Specification of the full potential

DFT replaces the antisymmetric N-electron wavefunc-
tion, expressed in spin-spatial coordinates x,

� � ��x1,x2, . . . ,xN� , �1�

with the spatial density of a single electron,a�Electronic mail: jcoe@lanl.gov.
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��r� = N� ¯� ���x1,x2, . . . ,xN��2ds1dx2 ¯ dxN. �2�

Although this procedure appears to entail considerable infor-
mation loss, the first Hohenberg–Kohn theorem12 guarantees
a unique map from the density to the ground state energy, Eg,

� ⇒ Ĥ ⇒ � ⇒ Eg. �3�

Eg can then be expressed as a functional of the density,
Eg���, and its constituent parts decomposed13 in the follow-
ing manner:

Eg��� = TS��� + J��� + ENe��� + EXC��� . �4�

The various contributions to the total electronic energy are,
respectively, the kinetic energy for a gas of noninteracting
electrons, the �mean-field� Coulombic repulsion, the Cou-
lombic electron-nuclear attraction, and the exchange-
correlation functional. The first three terms are analytically
soluble whereas the fourth subsumes all quantum effects �in-
cluding real-time, dynamic electron correlation, the Pauli
principle, the self-interaction correction,14 and correlated
electron contributions to the kinetic energy� and has so far
proven strongly resistant to universal description. Although
exchange-correlation functionals constructed entirely from
first principles have been reported,15 most EXC��� are built
from fits to a set of experimental and/or ab initio data. Dif-
ferent functionals, then, are distinguished primarily by their
exchange-correlation component, EXC���. The second
Hohenberg–Kohn theorem12 establishes a variational prin-
ciple for the density in the same manner as for the wavefunc-
tion, and the Kohn–Sham equations13 permit iterative solu-
tion for a set of one-electron orbitals in the same manner as
the Roothaan equations16 in Hartree–Fock.

All of the quantum chemical calculations reported below
were carried out using GAUSSIAN03.17 In test calculations on
a periodic cubic cell containing 100 N2 at density �
=1.46 g /cm3, we evaluated the performance of four different
EXC���: BLYP,18,19 PBE,20 PW91,21 and BVWN.18,22 All pe-
riodic calculations of the liquid-state energy were performed
at the �-point.23 In addition to the relative computational
speed at the point of basis set convergence, we compared the
computed bond length and frequency of the isolated mol-
ecule to their experimental values.

The basis sets examined cover the range from minimal
�STO-3G �Ref. 24�� to triple zeta with polarization �d and f�
functions, the latter containing 70 basis functions for each
molecule. There is no evidence of ionization at the densities
of interest here, so diffuse functions were neither necessary
nor desirable; energies computed using the
6-311G�3df ,3pd� basis25 were thus treated as the complete
basis set limit �CBSL� for each functional. Table I records
the percent deviation in the total energy �relative to that of
100 isolated N2 molecules� for a periodic box of 100 N2

molecules in a typical liquid-state configuration drawn from
the reference distribution, calculated as a function of EXC���
and basis set, from that calculated with the same functional
at the CBSL. All energies were corrected for basis set super-
position error �BSSE�,26 the spurious stabilization conferred
upon an atomic center by basis functions “borrowed” from

another atom. Our target accuracy for the nitrogen Hugoniot
was �1%, and although this value does not translate directly
to an accuracy constraint on the DFT energy, it does serve as
a useful guide. All four functionals tested were converged to
roughly 1% at the 6-31G* �Refs. 27 and 28� level, although
the performance of PW91 is noticeably worse than that of
the other three. Because full system energies computed using
any of the four functionals paired with 6-31G* yielded good
accuracy in reasonable time, this basis set was singled out for
further tests on the isolated molecule.

Ground state properties recorded in Table II reflect little
variation among the various flavors of DFT, although it is
interesting that all four outperformed MP2 �Ref. 29� in pre-
dicting l, the equilibrium bond length �correcting for anhar-
monicity makes the MP2 value even worse relative to those
of DFT�. The rightmost column of Table II compares relative
timings for each functional paired with the 6-31G* basis set,
and speedup factors were defined as the ratio of time �
needed to compute the energy of the full box of 100 N2 to a
reference value �ref,

speedup =
�

�ref
. �5�

The reference time was defined to be that required by the
slowest functional, giving it a speedup factor of unity. PW91

TABLE I. Percent deviation of the BSSE-corrected energy of 100 N2 mol-
ecules at density of �=1.46 g /cm3, as a function of basis set and EXC���,
from that calculated using the same functional at the CBSL �defined as
6-311G�3df ,3pd� �Ref. 25��. Three of the four functionals tested are con-
verged to roughly 1% using the 6-31G* basis. Based on these results, the
6-31G* basis set was used in all subsequent calculations reported in this
study.

Basis set BLYPa PW91a PBEa BVWNa

STO-3Ga −40.2 −42.9 −33.8 −34.1
6-31Gb 2.5 4.6 5.3 0.8
6-31G*a −1.1 −3.1 −1.4 −1.4
6-311G**c −1.0 −2.0 −1.1 −0.7

aSee text for reference.
bReference 52.
cReferences 27 and 53

TABLE II. Performance of several exchange-correlation functionals in com-
parison to those of MP2 and experiment. Points of comparison include
ground state bond length l and �harmonic-approximation� frequency � of the
isolated N2 molecule, as well as the relative time required for a three-
dimensional periodic single-point calculation on the fluid sample of 100 N2

molecules. All calculations used the 6-31G* basis set. Speedup factors are
defined in the text, the largest value corresponding to the fastest time and the
slowest assigned a factor of unity. Based on the results of this simulation,
the PBE functional was chosen for use in all subsequent calculations re-
ported.

EXC l �Å� � �cm−1� Speedup

BLYP 1.118 2337 1.00
PBE 1.117 2360 1.13
PW91 1.116 2364 1.14
BVWN 1.116 2346 1.09
MP2 1.131 2175 …
Expta 1.094 2359 …
aReference 39.
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was fastest, although the difference with PBE was practically
negligible. On the basis of its being well converged at the
6-31G* level, predicting satisfactory ground state properties,
and �almost� recording the fastest calculation time, the PBE
functional was chosen for all subsequent calculations.

We conclude this section with a note regarding omission
of local density approximation �LDA� functionals. Although
not shown, we also tested SLYP19,30 and SVWN22,30 in addi-
tion to the generalized gradient approximation functionals
examined above. Calculated energies dropped steadily on ap-
proach to the CBSL, actually dipping well below zero in the
case of SLYP. A negative energy would imply that it is ther-
modynamically preferable for a sample of nitrogen gas to
compress spontaneously to a density of 1.46 g /cm3, clearly
indicating catastrophic failure of LDA in describing the
dense N2 fluid sample.

B. Parametrization of the reference potential

Vital to our scheme for building equilibrium averages
with DFT energies was a rapidly computable potential func-
tion capturing enough of the essential physics to serve as an

adequate reference for the DFT. After having converged an
accurate combination of exchange-correlation functional and
basis set, we parametrized the reference potential on the ba-
sis of this model chemistry.

The exponential-6 �Buckingham� potential was used to
describe pairwise interaction, �ab, of atomic sites a and b.
The sites reside on diatomic molecules i and j, so the com-
plete interaction for a pair of reference system molecules is
summarized in

��rab� =
�

� − 6
	6e��1−rab� −

�

rab
6 
 �6�

and

�ij = �
a=1

2

�
b=1

2

��rab� . �7�

The site-site radii can be re-expressed in terms of the center-
of-mass �c.m.� separation vector rij and bond vectors li and l j

�of lengths li and lj�,

rab
2 =

0.25rij
2 �li

2 + lj
2� + �− 1�a�rij · li� + �− 1�b�rij · l j� + �− 1�a+b0.5�li · l j�

r0
2 . �8�

Bond lengths were fixed at l=1.117 Å, the value predicted
by PBE /6-31G* for the isolated N2 molecule. Parameters �,
�, and r0 represent the depth of the well, the steepness of the
repulsive wall, and the position of the minimum, respec-
tively; their fitted values and the process used to obtain them
are provided below. Although Eq. �6� realistically captures
the exponential character of hard-core repulsion and the r−6

dependence of dispersion at long range,31 it also diverges to
−	 at very short range. Using the parameter set described
below, the potential function defined by Eqs. �6�–�8� reaches
a maximum value of 9
104 K at rab�1.15 Å, so enforcing
a minimum allowable separation rmin=1.20 Å safely avoided
the �unphysical� strongly attractive forces present at small
values of rab.

In order to ensure suitable parameter values, Eq. �6� was
fitted to a set of PBE /6-31G* energies for the N2 dimer
relative to those for a pair of isolated N2 molecules. The
distribution of pair configurations sampled in a fluid was
approximated using the four fiducial configuration types de-
picted in Fig. 1, denoted as P, L, T, and X. Center-of-mass
distances were scanned over ranges of 1.59–4.23 Å �X�,
1.85–4.50 Å �P�, 1.59–5.29 Å �T� and 2.38–6.62 Å �L� in
roughly 0.25 Å intervals and the difference between Eq. �6�
and the PBE result was recorded. The weighted sum of these
differences, squared, was then minimized over the domain of
the parameter set,

min
�,�,r0

Err = min
�,�,r0

�
l=1

4

�
k=1

Nl

wk,l��ij
DFT�k,l� − �ij

exp-6�k,l��2� ,

�9�

where l runs over the set of pair configuration types
�P ,L ,T ,X� and k indexes the Nl discrete values of rij. The
weights,

FIG. 1. Diatomic pair configurations used to parametrize the reference po-
tential whose behavior is illustrated in Fig. 2. Bond lengths were held fixed
at l=1.117 Å, while c.m. separations rij were swept over a range of roughly
1.6–6.6 Å, depending on the configuration type �see text�. Configuration
types are characterized by four angles, ��1 ,�1 ,�2 ,�2�, where � and � repre-
sent rotation of molecules 1 and 2 within and out of the plane of the page.
Clockwise rotations are positive, and all angle values are zeroed to those of
the P configuration.
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wk,l =
1

�max��ij
DFT�k,l�,�sw��2 , �10�

were chosen to forestall disproportionate contributions from
large c.m. separations �unlikely to be of much importance in
the dense fluid regime sampled below� by setting �sw

=1000 K, and the weighted root mean square error
�wRMSE� was evaluated as

wRMSE =� Err

�l=1
4 Nl

. �11�

This procedure yielded the following best-fit parameter val-
ues

� = 34.156 K,

r0 = 4.037 Å, �12�

� = 12.29,

with a wRMSE of 0.189. At fixed parameter values �ab is
determined entirely by the site-site separation �rab�, but it is
important to note that the full interaction of two diatomics
��ij� is highly anisotropic. The character of the reference
potential defined by Eqs. �6�–�8� and �12� is illustrated in
Fig. 2, where we have plotted �ij over a range of rij for the
four fiducial configuration types shown in Fig. 1. These
should be compared not only with one another but also with
a purely spherical potential �l=0� for which the four configu-
ration types collapse into one.

In order to estimate the magnitude of many-body effects,
we compared the standard pair energy,

UAB
�2� = UAB − UA − UB, �13�

with an “effective” pair energy for molecules in the liquid,

U
AB
* = Ubox + Ubox-AB − Ubox-A − Ubox-B, �14�

where UA �UB� is the total energy of isolated molecule A�B�,
UAB is that of two molecules taken together, Ubox is the en-

ergy of a box containing 100 molecules in the liquid state,
and Ubox-X is that of the same box with the designated mol-
ecule or pair removed. Under the assumption that many-body
effects terminate at three-body interactions, it can be shown
�see Appendix A� that the sum over all A and B of U

AB
*

−UAB
�2� gives the many-body energy of the sample to within a

constant factor. For a pair of molecules32 taken from a liquid-
state configuration at T=3267 K and P=16.8 GPa, UAB

�2� /kB

=4519 K and U
AB
* /kB=3030 K �it is important to note that in

evaluating Eqs. �13� and �14�, all atoms removed were re-
placed with a ghost basis set just as in standard counterpoise
calculations�, giving a many-body stabilization per pair of
approximately 1500 K, or one-third of the isolated pair en-
ergy. Although a rough estimate only, this provides strong
prima facie evidence of an appreciable many-body contribu-
tion to the energy, and thus motivation for moving beyond
straightforward use of pair potentials when high accuracy is
required.

III. NESTED MARKOV CHAIN MONTE CARLO
SAMPLING

The following provides only a brief overview of
o-n�MC�2; for a more complete treatment, see Paper 1. In
standard MC sampling with the Metropolis algorithm, a trial
step drawn from a uniform distribution �also known as the
marginal distribution� is accepted with probability33

�ij = min	 j

i
,1
 , �15�

where k represents the relative weight assigned to configu-
ration space point k. k�eWk in classical statistics and Wk is
a thermodynamic function appropriate to the ensemble being
sampled. In the isothermal–isobaric �NPT� ensemble used
below, W is defined as

Wk � − ��Uk + PVk� + N ln Vk, �16�

the final term of which results from the use of scaled
coordinates.5,34 U, V, and � represent internal energy, vol-
ume, and inverse temperature �kT�−1, respectively. Trial
moves consist of single-particle displacements and volume
adjustments, and the relative probabilities of attempted move
types are chosen a priori according to the needs of the simu-
lation. Ensemble averages of some property X can be ap-
proximated by discrete quadrature according to

�X�NPT =
���,V�Xd�dV

���,V�d�dV
�

1

Ns
�
i=1

Ns

Xi, �17�

where � represents the full array of system coordinates and
the sum runs over the Ns configurations sampled by the MC
simulation. The variance in such averages will decrease as Ns

rises and, in the limit of fully decorrelated samples, the scal-
ing relation assumes the well-known form �X�Ns

−1/2. Con-
figurations sampled consecutively using standard MC are re-
lated by elementary moves; that is, they are highly
correlated. If the system energy is expressible in a simple
analytical form, then the use of highly correlated samples
can be compensated for by accumulating sufficiently large
values of Ns. The difficulty arises when one requires both

FIG. 2. The pair potential defined by Eqs. �6�–�8� and �12� as a function of
c.m. separation rij for the diatomic pair configurations illustrated in Fig. 1
�X, T, L, and P� and a fixed bond length l=1.117 Å. Comparison of these
curves with the purely spherical potential �l=0 Å� reveals the anisotropic
character of �ij. Note that the ordinate is plotted on a log scale.
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high accuracy, such as that offered by an ab initio or DFT
potential, and high precision, which requires many decorre-
lated sampling points. If each acceptance test �energy evalu-
ation� is costly in terms of computing time, then being forced
to collect strongly correlated samples may preclude precision
sampling on purely practical grounds.

A method for sampling an accurate and expensive poten-
tial without requiring the strongly correlated samples of con-
ventional MC was introduced by Iftimie et al.,9 reformulated
by Gelb,10 and refined by the current authors.8 The n�MC�2

method concatenates a sequence of elementary moves, each
accepted with Boltzmann weight on the basis on an approxi-
mate reference potential. At the endpoints of this sequence a
modified Metropolis test is used to recover a Boltzmann dis-
tribution of states based on a different �and hopefully, more
accurate� potential. We will refer to the elementary steps
taken independently as reference steps �taken in the reference
system�, and the entire sequence of reference steps book-
ended by evaluations of the second potential as a full step
�taken in the full system, characterized by the full potential.�
Consecutive full system energies are partially decorrelated
by the intervening sequence of reference steps. If the full
potential is more expensive than the reference potential, then
n�MC�2 lowers the total cost of the calculation by limiting
the Ns required for a target �X on averages taken in the full
system. Indicating reference system quantities with super-
scripted “0,” the form of the acceptance probability required
for Metropolis sampling of the partially decorrelated �full�
potential is8–10

�ij = min	1,
 j

i

i
�0�

 j
�0�
 . �18�

To summarize, a sequence of trial steps taken in the refer-
ence system and accepted according to �15� is used to build
a trial step taken in the full system that is accepted according
to �18�. Note that the standard ratio of Boltzmann factors for
the initial and final states in the full system has been “cor-
rected” by the inverse of this ratio for the reference system.
Following our previous treatment, we express the difference
in full and reference system weights for state k as �Wk

�Wk−Wk
�0� and the difference in �W for consecutive full

system configurations as �W��Wi−�Wj. Equation �18� can
then be recast as

�ij = 1, �W � 0

e�W, �W � 0.
� �19�

The total speedup factor S gained by sampling the full
potential with n�MC�2 rather than with traditional MC can be
given in terms of the computing time needed to reach a target
variance requiring Nd decorrelated evaluations of the full po-
tential. The cost of collecting these directly through standard
Metropolis sampling is

� = NdOcorr� , �20�

where � is the computational expense of making an elemen-
tary move with the full potential. Ocorr is an effective corre-
lation length �assumed to be roughly equal for reference and
full potentials� statistically equivalent to a single random

sample drawn from the distribution. It is only an effective
length in the sense that it incorporates the inefficiency of
rejected steps as well as net motion through configuration
space, and therefore it will vary with the maximum trial step
radius. For the purposes of this discussion, we assume this
radius to be set such that the mean acceptance probability of
elementary trial steps made using either potential is the
same. The total cost of collecting Nd decorrelated samples
using the n�MC�2 procedure is then

�� =

NdOcorr�
�0� +

NdOcorr

O
�

�̄
, �21�

where ��0� is the cost of an elementary move made with the
reference potential, �̄ is the mean acceptance probability of
trial composite steps, and O is the number of reference steps
comprising a single composite step. The speedup factor is the
ratio of � and ��,

S =
�

��
=

�̄�

��0� +
�

O

. �22�

In his presentation of n�MC�2, Gelb10 made the additional
simplification that � /��0�=O�N� when a pair potential is used
as reference for an N-body potential such as DFT. Because
the prefactor in such scaling relations can be highly signifi-
cant, we include it explicitly and simplify Eq. �22� further
such that

S =
�̄

1

�N
+

1

O

, �23�

where � /��0�=�N. Although we have not attempted to quan-
tify � carefully, a conservative estimate of its value in our
simulations is O�107�, whereas a large value for O would be
O�103�. Therefore we ignore the first term in the denomina-
tor and obtain as an approximate speedup factor

S � �̄O . �24�

This is an intuitively satisfying result, indicating that when
the cost of evaluating the reference potential is negligible
compared to that of evaluating the full potential, the speedup
from using n�MC�2 over MC is roughly equal to the effective
length �actual length tempered by average probability of ac-
ceptance� of composite steps taken in the full system.

The presence of �̄ in the denominator of Eq. �21� sug-
gests a simple prescription for raising the value of S: In-
crease the mean acceptance probability of trial composite
steps. Although composite steps built from a sequence of
elementary steps taken on the reference potential lower the
correlation between consecutive evaluations of the full po-
tential, differences between the reference and full system dis-
tributions impose practical limits on the length of these se-
quences. That is, because the distributions generally will
peak in different regions of configuration space, the greater
the number of elementary steps taken on the reference po-
tential between acceptance tests taken on the full potential,
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the more the reference system Markov chain will “drift”
back to the center of its own distribution �see especially Figs.
11–14 in Paper 1� and thereby lower the mean acceptance
probability of trial composite steps. Conversely, the greater
the difference in distribution of reference and full potentials,
the lower the mean acceptance probability of trial composite
steps built from a fixed number of elementary steps taken on
the reference potential. It would seem, then, that raising the
mean acceptance probability of trial composite steps requires
shifting one or both of the reference and full distributions
such that their overlap is enhanced.

As detailed in Paper 1, the average acceptance probabil-
ity for n�MC�2 steps can be expressed exactly in the limit
that a pair of configurations i and j are decorrelated. We
express the mean acceptance probability in this limit as

Ā � lim
O→Ocorr

�̄ . �25�

An initial state i will, by construction, possess relative
weight eWi if the goal is to sample the full distribution. The
final state j will, in the Ocorr limit, be drawn randomly from

the reference distribution and thus carry weight eWi
�0�

. Note
that the acceptance probability �ij given in Eq. �18� also can
be expressed in terms of �W and W�0� for states i and j so
that �ij averaged over the configuration and volume spaces
of all decorrelated �i , j� pairs gives

Ā =
�����ije

Wi+Wj
�0�

d�idVid� jdVj

����eWi+Wj
�0�

d�idVid� jdVj

=
�����ije

�Wi�eWi
�0�+Wj

�0�
�d�idVid� jdVj

����e�Wi�eWi
�0�+Wj

�0�
�d�idVid� jdVj

. �26�

The integrals in Eq. �26� can be estimated by sampling �W at
Nrw configurations drawn from the reference distribution; for
the combination of potentials used here, Nrw=O�100�. We
refer to this process as the reweighting35 calculation, and

estimates of Ā built in this manner will be denoted Ārw. Note
that the terms appearing in parenthesis in Eq. �26� are present
implicitly when i and j are sampled from the reference dis-
tribution so that Eq. �26� can be written more succinctly as

Ā =
���ije

�W��0

��e�W��0
, �27�

where the subscripted zeros indicate that the distribution be-
ing sampled is that of the reference potential. Because the
�W appearing in Eq. �26� depend on the full system pressure
and temperature through Eq. �16�, a single set of Nrw points
sampled from the reference distribution at a given P�0� and

T�0� can be used to build a family of Ārw varying parametri-

cally as functions of P and T. It is appropriate to express Ārw

as a function of all four thermodynamic variables, Ārw

� f�P�0� ,T�0� , P ,T�, and all subsequent references to Ārw will

list them in this order. Note that Ārw is an a priori estimate of
acceptance probability for composite steps taken with the
n�MC�2 procedure in that it predicts acceptance probabilities
without reliance upon an actual n�MC�2 simulation. If one
desires full system thermodynamic data at �P= P�, T=T��, a

reweighting calculation performed at those conditions can be

followed by variation in P and T so as to maximize Ārw. We
express this optimization procedure as follows:

Ārw
�max� � Ārw�P�,T�,Popt,Topt�

= max�Ārw�P�0�,T�0�,x,y�:P�0� = P�,T�0� = T�:P1

� x � P2,T1 � y � T2� . �28�

The initial domain covered by the full system variables can
be chosen generously, then squeezed incrementally in con-

junction with finer meshes; we have found the Ārw surface to
vary smoothly with �x ,y�= �P ,T�, as illustrated in Fig. 6 of
Paper 1. There we obtained �P= Popt, T=Topt� for full system
variables, then extrapolated linearly back to the original �P
= P�, T=T��, and applied the same transformation to the ref-
erence system variables to yield �P�0�� Popt

�0�, T�0��Topt
�0��. In

this way, optimized n�MC�2 simulations could be carried out
at the full system conditions desired but with reference sys-
tem conditions designed to maximize the a priori acceptance
probability of composite steps taken in the full system. The
approach taken here is slightly different in that we performed
n�MC�2 sampling with the optimal set �P�0�= P�, T�0�=T�,
P= Popt, T=Topt� resulting from Eq. �28�. This generated full
system thermodynamic conditions different from the original
�P� ,T��, and an expansion procedure described in the next
section was used to recover results at �P ,T� on the Hugoniot.

Data illustrating the reweighting, optimization, and opti-
mized n�MC�2 simulation results are shown in Table III. The
�W distribution was sampled at Nrw configurations drawn
from the reference distribution at the �P�0�= P�, T�0�=T��
pairs shown in the two leftmost columns. Ārw

�0�

� Ārw�P� ,T� , P� ,T�� was built using Eq. �27�, then maxi-

mized according to Eq. �28� to yield Ārw
�max� at �P= Popt, T

=Topt�; the resulting Popt and Topt are shown in the third and
fourth columns of Table III. One measure of the procedure’s
effectiveness is the ratio of the optimized to original a priori

acceptance probabilities, Ārw
�max� / Ārw

�0�; as shown in the right
side of the table, the predicted acceptance probabilities rose
by factors of roughly 1.5–25. Note that minor absolute varia-

tions in Ārw
�0� �a small number� can make large differences in

the ratio. After maximizing Ārw through variation in P and T
as in Eq. �28�, optimized n�MC�2 simulations were per-
formed using the �P� ,T� , Popt ,Topt� combinations that re-
sulted. The number of elementary steps taken in the refer-
ence system used to build a composite step made in the full
system was O=150, whereas Ocorr�1000 for the reference
and full potentials chosen in Sec. II �cf. Fig. 3 in Paper 1�.
The average speedup factor S achieved in sampling the full
potential with o-n�MC�2 rather than traditional MC was just
over 50.

No attempt was made in the present work to maximize
O, the number of elementary steps in the reference system
used to build a trial composite step in the full system. This
potential loss of efficiency is compensated for partly by a
higher mean acceptance probability at lower O values, but
the ideal situation would be one in which optimization were

performed directly on S rather than on Ārw. This, in turn,

074105-6 Coe, Sewell, and Shaw J. Chem. Phys. 131, 074105 �2009�

Downloaded 05 Apr 2010 to 128.206.89.92. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



would require an analytical expression for the acceptance
probability in Eq. �27� in terms of O, as well as more exten-
sive reweighting calculations over variable O. Empirical ex-
amination of the variation in �̄ with O can be found in Paper
1.

In order to limit the computational overhead of the re-
weighting and optimization procedures, it is desirable that

Ārw
�max� converge for Nrw as small as possible; otherwise, effi-

ciency gained in using the optimized form of n�MC�2 will be
lost in performing the optimization procedure itself. As dis-
cussed in Paper 1 �and particularly in connection with Figs. 7

and 8 there�, Ārw
�max� tends to converge faster than �Popt ,Topt�

due to its exhibiting a broad flat peak as a function of P and

T. Figure 3 illustrates the convergence behavior of Ārw
�max� for

five pairs of �P= P�, T=T�� spanning the full range of con-
ditions included in Table IV. All five states exhibited an ini-

tial decline in Ārw
�max� as reweighting samples were added but

stabilized roughly in the neighborhood of Nrw=100–500.
While convergence was incomplete in most cases �particu-
larly for the more extreme thermodynamic states�, it still was
adequate to ensure large efficiency increases relative to stan-
dard n�MC�2 or conventional MC sampling on the basis of
the full potential.

IV. THE NITROGEN HUGONIOT

The Hugoniot locus is comprised of thermodynamic
states accessible by shock loading of an initial state. In this
section we describe application of the o-n�MC�2 method to
construction of the Hugoniot locus for N2 fluid and compare
our predictions to experimental data. Prior to doing so, how-

ever, we briefly summarize the continuum theory of shock
waves as well as the statistical approximations underlying
atomistic treatment.

Consider a sample of material having specific volume V0

�volume per unit mass=1 /�0� and specific internal energy
E0, struck by a piston moving at speed up. If c0 is the sound
speed in the material at zero pressure and up�c0, the impact
will create an acoustic wave moving through the sample at
speed c0; pistons having speeds of up�0.01c0 or greater will
generate shock waves characterized by discontinuous density
gradients at the wave front. Mass, momentum, and energy
conservation in samples initially at rest at zero pressure

TABLE III. Summary of the reweighting and optimization procedures described in the text. The �W distribution
was sampled at Nrw configurations defined by the thermodynamic conditions �P�0�= P� ,T�0�=T��. The a priori

acceptance probability Ārw
�0�� Ārw�P� ,T� , P� ,T�� was then calculated from Eq. �27�, followed by optimization

according to Eq. �28� to yield Ārw
�max�� Ārw�P� ,T� , Popt ,Topt�. The effectiveness of the optimization is reflected in

the ratio Ārw
�max� / Ārw

�0�. The speedup factor S� �̄O is given for optimized n�MC�2 simulations in which O=150
and Ocorr�1000.

P�0�= P� T�0�=T� Popt Topt Nrw

Ārw
�0�

�%�
Ārw

max

�%� Ārw
max /Arw

�0� S

6.30 728 4.84 615 563 0.49 4.14 8.45 41.6
9.70 1424 7.48 1200 394 0.49 8.84 18.04 55.3

11.90 1893 9.22 1606 478 0.82 3.73 4.55 60.4
14.90 2540 11.94 2206 430 0.59 6.78 11.49 55.3
15.80 2730 12.52 2355 484 0.34 7.96 23.41 52.9
19.20 3490 16.79 3267 532 2.94 9.59 3.26 64.7
20.50 3795 16.60 3270 444 0.63 13.01 20.65 53.3
20.60 3812 16.93 3417 386 2.25 8.62 3.83 56.7
23.00 4375 19.98 4079 380 1.74 7.32 4.21 27.7
23.20 4410 19.63 3886 444 2.49 5.89 2.37 76.0
23.30 4434 17.58 3361 443 1.84 3.09 1.68 34.5
23.50 4475 21.27 4308 441 3.72 5.97 1.60 55.2
24.70 4765 19.58 3854 525 0.42 1.50 3.57 60.5
25.20 4877 20.75 4362 439 2.30 3.65 1.59 56.5
27.40 5421 22.01 4769 426 0.76 3.91 5.14 60.7
28.90 5785 21.29 4765 420 1.17 3.20 2.74 40.7
30.00 6062 23.06 5156 492 0.67 2.91 4.34 41.2
40.50 8847 34.90 8308 429 5.48 7.86 1.43 40.0

FIG. 3. Convergence behavior of Ārw with respect to the number of re-
weighted sampling points Nrw, for five combinations of initial �P= P�, T
=T��. All combinations show an initial decrease in acceptance probability,

but level out at roughly Nrw=500. Ārw is an a priori estimate of �̄ in the
decorrelated limit �O=1000�, and therefore much lower than the �̄ com-
puted a posteriori from n�MC�2 simulation at O=150.
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�P0�0� yield for specific volume �VH�, density ��H=1 /VH�,
pressure �PH�, and specific internal energy �EH� behind the
shock front36

PH = �0usup, �29�

�H = �0	 us

us − up

 , �30�

EH = E0 +
1

2
PH�V0 − VH� = E0 +

1

2
PH	�H − �0

�H�0

 , �31�

where us is the shock front velocity, up is the particle velocity
�equal to the piston velocity�, and final values have been
designated by a subscripted H for Hugoniot. These expres-
sions are known collectively as the Rankine–Hugoniot rela-
tions or jump conditions. Equations �29�–�31� identify the
locus of states thermodynamically accessible to the sample
upon shock compression of a given initial state, and in this
they embed considerable information regarding the material
equation of state �EOS�.

Two important variables in Eq. �31� are E, the specific
internal energy or energy per unit mass, and V, specific vol-
ume or volume per unit mass. Thermodynamic contributions
and simulation averages are discussed most naturally in
terms of total energy and volume of an N-particle system or
even energy and volume per particle; in order to maximize
transparency, we will employ the same variable notation in

all these cases. That is, E will designate specific internal
energy as well as energy per particle and energy of an
N-particle system. Likewise, V will designate related volume
variables. It is straightforward to distinguish among usages
by context or units. Note that the conversion factor M /NA is
g/particle where M is the molecular weight �M
=28.0134 g /mol for N2� and NA is Avogadro’s number
�6.0221 367
1023 particles /mol�. Multiplying both sides of
Eq. �31� by M /NA changes the E and V variables from
energy/g and volume/g to energy/particle and volume/
particle, leaving the equation unchanged except for the
meaning of E and V.

E readily separates into three distinct components for a
N-particle system,

E = Eid + Ev + Eex, �32�

the first two of which can be evaluated using standard
forms37

Eid = 5
2NkBT �33�

is the ideal translational and rotational contribution of a lin-
ear rigid rotor, and

Ev =
NkB�v

e�v/T − 1
�34�

is the energy of a quantum harmonic oscillator. The tempera-
ture range sampled was too low for electronic excitation to

TABLE IV. Summary of simulation data used in Figs. 4–8.

P
�GPa�

T
�K�

V
�cm3 /g�

��V�
�cm3 /g�

U
�kJ/g�

��U�
�kJ/g�

E
�kJ/g�

�Ec

�kJ/g�
�T
�K�

�E
�kJ/g�

�V
�cm3 /g�

4.84 615 0.7126 0.0090 0.714 0.029 1.174 0.070 −31 −0.045 −0.0102
7.48 1 200 0.6678 0.0059 1.107 0.060 2.062 0.121 −75 −0.115 −0.0015
8.00 1 172 0.6590 0.0074 1.178 0.052 2.107 −0.012 9 0.010 0.0006
9.22 1 606 0.6535 0.0068 1.431 0.052 2.762 0.276 −224 −0.236 −0.0085

10.00 1 557 0.6299 0.0080 1.590 0.061 2.875 0.050 −39 −0.041 −0.0017
11.94 2 206 0.6195 0.0054 1.819 0.056 3.733 0.273 −210 −0.236 −0.0061
12.00 1 957 0.6112 0.0070 1.873 0.071 3.543 0.015 −13 −0.014 −0.0003
12.52 2 355 0.6228 0.0088 1.843 0.059 3.904 0.291 −207 −0.220 −0.0114
15.00 2 585 0.5863 0.0068 2.337 0.091 4.628 0.001 −1 −0.001 0.0000
16.60 3 270 0.5874 0.0092 2.594 0.094 5.575 0.451 −350 −0.348 −0.0123
16.79 3 267 0.5872 0.0074 2.530 0.079 5.508 0.322 −253 −0.285 −0.0044
16.93 3 417 0.5760 0.0060 2.737 0.097 5.867 0.543 −464 −0.536 −0.0008
17.58 3 361 0.5686 0.0054 2.823 0.148 5.896 0.297 −200 −0.296 −0.0001
19.58 3 854 0.5682 0.0079 3.096 0.153 6.671 0.417 −310 −0.357 −0.0061
19.63 3 886 0.5594 0.0066 3.074 0.074 6.681 0.325 −250 −0.282 −0.0044
19.98 4 079 0.5508 0.0103 3.053 0.088 6.858 0.299 −158 −0.218 −0.0081
20.00 3 704 0.5514 0.0070 3.137 0.097 6.559 0.001 0 −0.001 0.0000
20.75 4 362 0.5544 0.0063 3.307 0.106 7.401 0.623 −425 −0.544 −0.0076
21.27 4 308 0.5583 0.0070 3.172 0.105 7.211 0.302 −229 −0.266 −0.0033
21.29 4 765 0.5599 0.0064 3.449 0.104 7.957 1.058 −769 −0.940 −0.0111
22.01 4 769 0.5482 0.0102 3.439 0.121 7.951 0.686 −549 −0.532 −0.0139
23.06 5 156 0.5404 0.0087 3.722 0.178 8.631 0.924 −728 −0.852 −0.0062
25.00 4 915 0.5286 0.0093 3.935 0.245 8.597 0.083 −61 −0.079 −0.0003
30.00 6 218 0.5123 0.0044 4.426 0.108 10.429 −0.056 49 0.054 0.0002
34.90 8 308 0.5054 0.0054 5.319 0.183 13.483 1.144 −951 −1.089 −0.0031
35.00 7 612 0.4999 0.0079 5.194 0.156 12.638 0.166 −141 −0.144 −0.0013
40.00 9 096 0.4775 0.0079 6.179 0.533 15.158 0.441 −290 −0.466 0.0012
45.00 10 675 0.4752 0.0032 6.387 0.132 17.002 0.377 −324 −0.356 −0.0009
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play a significant role,38 and the vibrational temperature �v
=�� /kB was evaluated using the experimentally determined
nitrogen frequency at zero pressure.39 Vibrational zero point
energy was included separately in the reference heat of for-
mation and specific internal energy E0, which were deter-
mined from measured thermodynamic properties of liquid
N2. The zero of energy is that for isolated N2 molecules at
T=0 K. The excess contribution Eex is defined by

Eex = �U� , �35�

where �U� is the average configurational energy calculated
from o-n�MC�2 simulation.

According to Eq. �31�, EH corresponds to values of E
which are zeros of the function

f�E� = E − E0 − 1
2 P�V0 − VH� , �36�

where VH is chosen as an independent variable, P�VH ,E� is
determined by the EOS, and EH�VH� is the dependent vari-
able expressed as a function of VH. Solutions to Eq. �36�
define a locus of pressure and temperature combinations �P
= PH, T=TH� comprising the Hugoniot. Maximization of Ārw

with Eq. �28� generated a set of �P= Popt, T=Topt� at which
o-n�MC�2 simulations were performed; this set differed from
the original, desired �P= P�, T=T��. The original combina-
tions were chosen on the basis of previously reported re-
weighting calculations,40,41 as states near the Hugoniot locus.
In order to extract thermodynamic information at Hugoniot
states from o-n�MC�2 results collected at �P ,T� pairs not on
the Hugoniot, a mapping between the two sets of conditions
must be provided. For �P ,T� sufficiently close to �PH ,TH�,
volume and energy can be expanded to first order about their
simulation values,

VH − V � �V � � �V

�T
�

P
�TH − T� + � �V

�P
�

T
�PH − P�

= � �V

�T
�

P
· �T + � �V

�P
�

T
· �P , �37�

EH − E � �E � � �E

�T
�

P
�TH − T� + � �E

�P
�

T
�PH − P�

= � �E

�T
�

P
· �T + � �E

�P
�

T
· �P . �38�

Here, P and T are fixed parameters in the NPT ensemble,
while U and V represent the average energy and volume
�U= �U�P,T, V= �V�P,T� calculated from o-n�MC�2 simulation
at a prescribed pressure and temperature; E is related to �U�
by Eqs. �32�–�35�. If P= PH by construction, the second of
the two terms in each of the above expansions vanishes; the
goal then is to recover the Hugoniot temperature TH corre-
sponding to a given PH. Toward this end, Eq. �31� can be
restated in terms of differences between simulation results
and Hugoniot values,

E + �E = E0 + 1
2 PH�V0 − V − �V� , �39�

into which substitution of Eqs. �37� and �38� produces

E + � �E

�T
�

P
· �T = E0 +

1

2
PH	V0 − V − � �V

�T
�

P
· �T
 .

�40�

Using Eq. �31� to define the difference between the com-
puted energy E and EH, then substituting in Eq. �40� gives

�Ec � E − E0 −
1

2
PH�V0 − V�

= − 	1

2
PH� �V

�T
�

P
+ � �E

�T
�

P

�T , �41�

which yields upon slight rearrangement

�T =
− �Ec

	� �E

�T
�

P
+

1

2
PH� �V

�T
�

P

 , �42�

the desired relation. The ideal and quantum harmonic oscil-
lator contributions to �E /�T are trivial to evaluate using Eqs.
�33� and �34�, and the rest of the denominator in Eq. �42� can
easily be recast �see Appendix B� in terms of simulation
parameters and results

� ��U�
�T

�
P

=
�

T
�P��UV� − �U��V�� + �U2� − �U�2� , �43�

� ��V�
�T

�
P

=
�

T
�P��UV� − �U��V�� + �V2� − �V�2� , �44�

where ensemble averages once again have been indicated
explicitly. PH and TH can now be substituted into Eqs. �37�
and �38� to produce EH and VH. Upon combination of Eqs.
�29� and �30� to generate us and up, the Hugoniot locus is
completely specified.

Figures 4 and 5 illustrate in more detail the manner in
which Eq. �42� was used to recover temperature values on
the Hugoniot. �Ec was evaluated using Eqs. �33�–�35�, with
�U� given by the average DFT energy predicted from

FIG. 4. Partial derivatives of volume with respect to temperature at fixed
pressure �left panel�, as calculated from results of o-n�MC�2 simulation per-
formed at the �P= Popt, T=Topt� combinations shown in Table IV. The right
panel shows the same data, but following multiplication by pressure; as
described in the text, these pressures are taken to correspond to Hugoniot
values �P= PH� by construction. The partial derivative is evaluated using Eq.
�44�, and the dashed lines represent quadratic �left� and linear �right� fits to
the data. Note the difference in ordinate scales.
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o-n�MC�2 simulation at the pressure and temperature combi-
nations shown in Table III. The pressures at which simula-
tions were performed were also taken to fall on the Hugoniot
�vide supra�, and the derivatives appearing in the denomina-
tor of Eq. �42� were evaluated using Eqs. �43� and �44� and
the equilibrium averages computed from simulation. The de-
rivative of volume with respect to temperature at each �P
= Popt� PH, T=Topt� combination is shown in Fig. 4 �left
panel�, as well these derivatives multiplied by their corre-
sponding pressures �right panel�. The data in the left and
right panels are fit to linear and quadratic functions �dashed
lines�, respectively. Figure 5 illustrates the entire denomina-
tor of Eq. �42� built from the component pieces appearing in
Fig. 4.

Recovery of TH permitted determination of VH through
application of Eq. �37�, enabling construction of the N2

Hugoniot locus in Fig. 6 �P-V plane� and Fig. 7 �us-up

plane�. The nitrogen Hugoniot has been measured42–44 or
calculated38,40,41 on a number of occasions previously, but
only in a few instances have calculations using a self-
consistent potential such as DFT40,45,46 been reported. Open
circles in Fig. 6 represent o-n�MC�2 results calculated at
�Popt ,Topt� and then shifted to the Hugoniot locus �PH ,TH� in
the manner described above. The solid line is a fit of those
results to an exponential function. Although components of
the shifts �illustrated in Figs. 4 and 5� possess relatively large
uncertainties, the net uncertainties are comparable to or
smaller than the statistical uncertainties in the simulated
states themselves; error estimates are given in Table IV but
omitted from the figures for clarity. The 28 MC data points
shown explicitly in Fig. 6 have been replaced with a qua-
dratic fit in Fig. 7 for ease of viewing, but otherwise symbols
and shading have been preserved across the two figures for
each data set depicted. Agreement with experimental data in
the molecular regime—which we take to be 40–45 GPa or
less—taken from Refs. 42 �squares�, 43 �filled circles�, and
44 �triangles� is excellent. �See the following paragraph for
discussion of the higher pressure region for which the

o-n�MC�2 methodology was not applied.� In addition to the
experimental results we have included those of a previous
calculation45 made using ab initio molecular dynamics
�AIMD� in the NVT ensemble with a PW91 exchange-
correlation functional and Vanderbilt ultrasoft
pseudopotentials47 �crosses�. This particular implementation
was designed specifically to capture electronic and dissocia-
tion effects in the high temperature and pressure region;
however, the small system size �32 atoms=16 molecules�
and the use of pseudopotentials introduce uncertainties that
are difficult to quantify. Only four of the calculated points
fell in the molecular regime, but these were in qualitative
agreement with experiment. The shock and particle veloci-

FIG. 5. Evaluation of the denominator appearing in Eq. �42� as calculated
from results of o-n�MC�2 simulation performed at the �P= Popt, T=Topt�
combinations shown in Table IV. As described in the text, these pressures
are taken to correspond to Hugoniot values �P= PH� by construction and the
corresponding Hugoniot values for temperature are recovered by use of Eq.
�42�. The dashed line is a linear fit to the data.

FIG. 6. N2 Hugoniot in the P-V plane. Experimental results �filled symbols�
are taken from Refs. 42–44; theoretical points were calculated using
o-N�MC�2 �open circles, present work� and AIMD �cross, Ref. 45�. MC
simulations were restricted to the molecular regime �up to P=40–45 GPa�,
and have been shifted according to Eq. �42�. The inset displays the high-
pressure region that includes ionization; an AIMD result in the transition
region has been circled in both the inset and main figure in order to facilitate
visual passage between the two. The solid line is an exponential fit through
the 28 o-N�MC�2 data points.

FIG. 7. N2 Hugoniot in the us-up plane. Experimental results �filled sym-
bols� are taken from Refs. 42–44; theoretical results were calculated using
o-N�MC�2 �solid line, present work� and AIMD �cross Ref. 45�. MC simu-
lations were restricted to the molecular regime �up to P=40–45 GPa�, and
have been shifted according to Eq. �42�. Here, for ease of viewing, the 28
individual o-N�MC�2 points results shown explicitly in Fig. 6 were replaced
by a quadratic fit after transformation between the P-V and us-up planes.
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ties, us and up, in Fig. 7 are based on the same fundamental
information as are P and V in Fig. 6 �PH and VH are derived
from us, up, and the Hugoniot jump conditions, Eqs.
�29�–�31�, although the relationship in the us-up plane is
nearly linear. Again, however, the trend is that the present
calculations are in excellent agreement with the experimental
data below up�6 km /s.

Thus far we have focused exclusively on pressures of
45 GPa and below, but Figs. 6 and 7 also include higher
pressure regions where dissociation, ionization, and elec-
tronically excited states become important. Trends in the ex-
perimental data of Nellis et al.43 and AIMD simulation re-
sults of Kress et al.45 are in good agreement generally, and
both clearly reflect an abrupt change between P=40 and
47 GPa; here we focus specifically on the transition region in
which dissociation emerges as an important factor. At P
=31 GPa, the specific volume predicted by ab initio molecu-
lar dynamics AIMD �with 7�3% dissociation� is near the
average of the measured data scatter �Fig. 6�; at 39 GPa
�16�9% dissociation by interpolation of Table I in Ref. 45�
it is significantly less than that predicted by experiment.
These facts suggest that the calculated dissociation is over-
estimated in the transition region. By way of contrast, the
present results fall well within the experimental scatter for
pressures up to 40 GPa. If dissociation were important in this
region, we would expect the o-N�MC�2 results to begin to
deviate from experiment at pressures lower than those for
which they actually do. Taken collectively, the measured and
calculated data suggest that dissociation is not significant to
the Hugoniot below the transition region found at P
�40–45 GPa. This transition region could reflect to a two-
wave structure, in which case shock velocity us is established
by a leading wave whereas the particle velocity up is deter-
mined on the basis of either thermodynamics or kinetics that
leads to a secondary wave propagating in the material. Ex-
amples where this could occur include a first order phase
transition with a large volume change or relaxation from the
highest metastable state that can be maintained before the
kinetics allow a return to equilibrium on a time scale that is
short compared to the time resolution of the shock experi-
ment. If a single wave is assumed in such an instance, then
the predicted P and V will be incorrect. The hallmark of
two-wave structure is constant us across some interval of up;
but, unfortunately, there is only one data point in the transi-
tion region shown. For this reason, it is unclear whether the
data reflect a bona fide two-wave structure or merely a region
of rapid transition.

Note that the present calculations assume the validity of
the rigid rotor and quantum harmonic oscillator approxima-
tions. Raman line shifts in liquid nitrogen singly shocked to
P=10–20 GPa and doubly shocked to P=15–40 GPa have
been measured48 and calculated using a first-principles
approach.49 Both fundamental �0→1� and hot band �1→2,
2→3, and 3→4� transitions indicated that vibrational ener-
gies increased �1% in the singly shocked state and �2% in
the doubly shocked state. There was no indication of vibra-
tional potential softening even at the highest pressure mea-
sured; the data imply rather that vibrations are very weakly
coupled to other modes, in conformity with the assumptions

made here. We have treated shocked nitrogen in the molecu-
lar phase as undergoing negligible electronic excitation as
well, given that the lowest electronic excited state in N2 has
a relative energy of roughly 6 eV. This energy, and the
ground state dissociation energy of approximately 10 eV, are
to be compared with a temperature equivalent of 1 eV or less
on the principal Hugoniot up to P�45 GPa.

Several techniques for temperature measurement on the
Hugoniot have been reported previously, each of which po-
tentially introduces systematic errors of unknown magnitude
due to assumptions made in the analysis. Figure 8 shows
measured data compared with the present calculations and
those of Kress et al.45 The temperature data of Nellis et al.43

increase along a trend line that coincides well with the MC
results up to P=36 GPa, as would be expected under condi-
tions of negligible dissociation. The next highest temperature
measurement, obtained at P=47 GPa is significantly cooler
than this trend predicts, as would be expected should onset of
significant dissociation occur for conditions between the two
measured data points. A new trend is established at higher
pressure, corresponding to a partially dissociated phase in
which some fraction of kinetic energy has been expended to
break the nitrogen triple bond, resulting in lower tempera-
tures than would be found for molecular nitrogen. The inter-
pretation of the temperature data is the same as that of the
P-V and us-up results: There is negligible dissociation at
pressures below 40–45 GPa, but a significant amount at
pressures higher than this.

V. SUMMARY AND CONCLUSIONS

We have used the o-n�MC�2 algorithm with a DFT po-
tential to generate the Hugoniot locus of N2 fluid for pres-
sures and temperatures relevant to HE detonation. After col-
lecting several hundred configurations at which to evaluate
�W for a number of �P ,T� combinations, the a priori accep-
tance probability defined by Eq. �27� was maximized as a
function of P and T to yield optimal thermodynamic condi-
tions at which to perform n�MC�2 sampling. The o-n�MC�2

simulations were then carried out at temperature and pressure
combinations not necessarily on the Hugoniot locus, but

FIG. 8. Temperatures measured �filled symbols, Refs. 43, 44, and 48� or
calculated �Ref. 45 and present work� on the N2 Hugoniot.
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from which Hugoniot states could be recovered by use of the
expansion procedure defined in Eqs. �37� and �38� and cul-
minating in Eqs. �42�–�44�. The method yields both high
accuracy and high precision. It is worth noting that in con-
trast to previous calculations45 the current approach includes
all electrons �no pseudopotential approximation� and readily
accommodates a system more than six times larger than the
earlier study, thereby reducing the likelihood of finite-size
effects in the results.

An analytical reference potential was used in this work,
but o-n�MC�2 should work equally well with two different
ab initio, DFT, or semiempirical potentials. The reference
potential could rely on a more approximate algorithm or a
smaller basis set, so long as �1� its correspondence to the full
potential still permits a reasonable offset O between full en-
ergy evaluations and �2� it can still be evaluated rapidly. The
full potential would then consist of a fully converged calcu-
lation at a higher level of theory.

The o-n�MC�2 method provides a versatile framework in
which to carry out precision MC sampling of accurate poten-
tials, and it would be worthwhile to make detailed compari-
son of its performance to that of AIMD.50 Straightforward
formulation of efficiency metrics such as Eq. �24� is impos-
sible without determination of a quantitative relation be-
tween the average single-particle displacement in accepted
MC steps and in AIMD time steps. This is a nontrivial task,
and perhaps it would be simpler to calculate the number of
AIMD steps required to yield decorrelated configurations,
then compare this with the number of composite o-n�MC�2

steps needed for the same purpose; even given these two
quantities, still it is not at all clear that their ratio would not
vary strongly from one system to the next. Aside from effi-
ciency considerations, MC methods accommodate general-
ized ensemble sampling much more naturally than does MD,
some of the advantages of which �e.g., the ability to calculate
transport properties� disappear when standard thermostats
and barostats are invoked due to their inherently stochastic
foundation.51
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APPENDIX A: AVERAGE MANY-BODY CONTRIBUTION
PER PAIR

Here we prove the claim that U
AB
* −UAB

�2� as defined by
Eqs. �13� and �14� in the text gives an average many-body
contribution per pair that, when summed over all A and B,
returns the total configurational energy of the system under
the assumption that many-body effects terminate at third or-
der. The total energy as a sum of two- and three-body inter-
actions is given by
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where Ux
�y� represents the y-body contribution to the total

energy of a x-particle system. Let Ubox-A equal the box en-
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and assume an analogous relation for Ubox-B. When both A
and B are removed together,
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From Eq. �A3� one can define an effective pair energy in-
cluding an average many-body correction as

U
AB
* � �AB + �

k=1
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= Ubox + Ubox-AB − Ubox-A − Ubox-B, �A4�

equivalent to Eq. �14� in the text. Note that
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by comparison with Eq. �A1�. If the difference between ef-
fective pair and standard pair energies is defined as �Uij

�U
ij
* −Uij

�2�, then the average value of these three quantities
in a N-body system is given by
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and the total values by
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The box energy expressed in terms of Eqs. �A10� and �A11�
is then

Ubox = UN
�2� + �UN. �A12�

By equating the box energy of Eq. �A5� with that of Eq.
�A12� one finds that
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the relation to be proved.

APPENDIX B: DERIVATION OF EQUATIONS „43… and
„44…

Treating �U� as a function of �= �kT�−1 and applying the
chain rule,
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The first factor is trivial,

��
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= −

�

T
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Recall that an ensemble-averaged quantity X is defined as

�X� �
��XeWd�dV

��eWd�dV
, �B3�

where W represents the thermodynamic weight appropriate
to the ensemble being sampled; for the isothermal-isobaric
ensemble, W is given in Eq. �16� of the text. For the sake of
brevity we drop the explicit indication of constant P in the
derivatives of Eq. �B1� and the N ln V factor appearing in the
exponential of Eq. �16�, then write out explicitly the integrals
appearing in the right-hand side of Eq. �B1�,

��U�
��

= −
����U + PV�Ue−��U+PV�d�dV����e−��U+PV�d�dV�
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Using Eq. �B3�, Eq. �B4� becomes

��U�
��

= − �U�U + PV�� + �U��U + PV�

= P��U��V� − �UV�� + �U�2 − �U2� . �B5�

Combining Eqs. �B2� and �B5� gives

� ��U�
�T

�
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=
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T
�P��UV� − �U��V�� + �U2� − �U�2� , �B6�

identical to Eq. �43� in the text. The derivation of Eq. �44�
proceeds in a fashion perfectly analogous to that detailed
here for Eq. �40�.
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The crystallization of nitromethane, CH3NO2, from the melt on the �100�, �010�, �001�, and �110�
crystal surfaces at 170, 180, 190, 200, 210, and 220 K has been investigated using constant-volume
and -temperature �NVT� molecular dynamics simulations with a realistic, fully flexible force field
�D. C. Sorescu, B. M. Rice, and D. L. Thompson, J. Phys. Chem. B 104, 8406 �2000��. The
crystallization process and the nature of the solid-liquid interface have been investigated by
computing the molecular orientations, density, and radial distribution functions as functions of time
and location in the simulation cell. During crystallization the translational motion of the molecules
ceases first, after which molecular rotation ceases as the molecules assume proper orientations in the
crystal lattice. The methyl groups are hindered rotors in the liquid; hindrance to rotation is reduced
upon crystallization. The width of the solid-liquid interface varies between 6 and 13 Å �about two
to five molecular layers� depending on which crystal surface is exposed to the melt and which order
parameter is used to define the interface. The maximum rate of crystallization varies from
0.08 molecules ns−1 Å−2 for the �010� surface at 190 K to 0.41 molecules ns−1 Å−2 for the �001�
surface at 220 K. © 2010 American Institute of Physics. �doi:10.1063/1.3504610�

I. INTRODUCTION

We have been using molecular dynamics �MD� to inves-
tigate the fundamental properties of phase changes in mo-
lecular solids and liquids. Although we have studied various
molecular and ionic materials, we have focused on ni-
tromethane as a prototypical organic solid because of its size,
dipole moment, and the availability of experimental data. We
report here a MD study of the crystallization of nitromethane
from the melt. We have developed a fully flexible force field
that accurately reproduces most of the mechanical, thermo-
dynamic, and spectroscopic properties of the gas-phase mol-
ecule, crystal, and liquid; that is, the Sorescu, Rice, and Th-
ompson �SRT� �Ref. 1� force field. The SRT force field1 was
originally developed based on experimental data and quan-
tum chemistry results. It accurately reproduces most of the
properties of the solid and liquid phases. The nitromethane
crystal is orthorhombic, belongs to space group P212121, and
contains four molecules per unit cell.2,3 The SRT force field
has been shown to predict liquid properties that are in good
agreement with experimental data.4 It predicts vibrational
frequencies in good agreement with ab initio and experimen-
tal values, for both atmospheric and elevated pressures.1,5

Several studies6–9 of nitromethane based on the SRT force
field demonstrate its accuracy for predicting the melting
point. Recently, Brennan et al.10 used a reaction ensemble
Monte Carlo �RxMC� method11 to study a pressure-induced
structural transition in solid nitromethane �discussed below�
using the fully flexible SRT force field as well as a reduced-
dimensionality simplification.

Nitromethane is a good prototype for studying phase

changes in organic condensed phases. It has a relatively large
dipole moment �3.46 D� resulting in a crystal structure in
which the molecules are arranged as dimers with two dimers
per unit cell; the molecules are stacked in columns along the
c axis, as noted by Dick.12 Figure 1 shows two unit cells of
the crystal looking down onto the �001�, �100�, and �010�
faces. There is some evidence for transient pairing of mol-
ecules in the liquid.13–18 The methyl group in nitromethane is
essentially a free rotor in the gas phase with a barrier to
rotation of only �6 cal /mol.19 Trevino and Rymes3 deter-
mined the barrier to methyl rotation in the crystal to be
234 cal/mol. Raman spectra studies of single crystals carried
out by Cromer et al.20 have shown, for temperatures close to
room temperature, that the methyl groups are essentially free
rotors for pressure less than 0.6 GPa; whereas at pressures
higher than 3.5 GPa the methyl rotation is frozen.20 The SRT
force field1 accurately describes these features of methyl mo-
tion in the crystal.

Most atomic-scale simulation studies of crystallization
have been done for Lennard-Jones systems21–23 and
metals.24–28 Davidchack and Laird29 have reported a precise
calculation of the interfacial free energy change in the
Lennard-Jones system. Amini and Laird30 have shown corre-
lations between the interfacial free energies and rates of
growth on different crystallographic faces of the Lennard-
Jones crystal. Simulations of crystallization from a liquid in
contact with a supporting substrate is of interest since it re-
veals molecular details of how the molecular structure of the
crystal bed imposes a molecular quasiorder in the liquid that
in turn affects the rate and the phase of the grown
crystal.31–33 Molecular dynamics simulations of homoge-
neous nucleation and growth of polyatomic molecular crys-
tals from the melt require times on the order of
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nanoseconds.34–36 Molecular dynamics studies have been re-
ported for the crystallization of polymers37–42 and molecular
crystals such as water.35,36,43–45 Water has attracted the most
attention because of its atmospheric35,36,44 and biological45

significance. Besides water, hydrocarbons, particularly small
alkanes, have been used to study crystallization of small or-
ganic molecules.46–48 Esselink et al.48 reported the results of
MD simulations of the nucleation and crystal growth of
n-alkanes �CnH2n+2; n=4–12� from an amorphous state.
Nucleation and crystal growth of N2 �Ref. 49� and CO2 �Ref.
50� have been studied by Monte Carlo �MC� techniques. Pi-
ana et al.51,52 studied the crystallization of urea from solution
using MC simulations.

The rate of the growth of a crystal is known to be a
function of the crystallographic orientation of the
interface23,30,53 as well as the temperature.34 The dependence

of the rate of crystal growth on the crystallographic face of
the solid exposed to the liquid is related to the change in free
energy for the associated liquid-crystal transition. Wilson and
Frenkel34 described the temperature dependence of the rate
of crystal growth from the melt. Broughton, Gilmer, and
Jackson53 modified the Wilson–Frenkel theory. It predicts
that the rate of crystal growth increases with temperature,
passing through a maximum value before dropping to zero at
the melting point. To our knowledge this model has not been
used to describe crystallization in molecular systems, and it
is unclear to us how well the assumptions underlying it
would be satisfied for the case of complicated, nonspherical,
conformationally complex polyatomic molecules.

In order to study the mechanism of crystallization at the
molecular level it is necessary to define the solid-liquid in-
terface. Perhaps the most widely used definition is based on
density.53,65,68 Structural parameters based on center-of-mass
coordinates of particles,64,69 radial distribution functions,49,50

orientational order,37,38,48 diffusion coefficient,53,65,67 poten-
tial energy,65,69 and properties due to the special nature of a
system, for example, the charge profile,54 have also been
used to define interfaces. Esselink et al.48 used intermolecu-
lar distances and the relative orientational ordering of neigh-
boring molecules to define the interface in their studies of
crystallization of n-alkanes. The widths calculated using
these various properties vary considerably depending on
which is used.64,69

We report here the results of a full-dimensional MD
study of the crystallization of nitromethane liquid exposed to
�100�, �010�, �001�, and �110� crystallographic faces. To our
knowledge there are no experimental data concerning the
nitromethane crystal habit to guide our choices of crystal
orientations for study, thus we chose faces that are consider-
ably different with the idea that they could provide more
insight into crystallization mechanisms. Some of these faces
may not exist on a crystal grown from the melt in the labo-
ratory.

We characterized the spatial aspects of crystallization by
using radial distribution functions, the molecular number
density, and an orientational order parameter to characterize
the width of the interface between the melt and crystal
phases. Intermolecular and intramolecular relaxation times
were studied using autocorrelation functions of molecular
centers of mass, orientational order parameters, methyl group
rotation, and calculations of 3D diffusion coefficients. The
dependence of the rates on crystallographic orientation at the
solid-liquid interface and temperature was also studied. Al-
though there are no experimental data available for compari-
son, the previous studies1,4,6–9 that validate the SRT ni-
tromethane force field for related properties and processes
give us confidence that the current simulation results should
be reliable.

II. METHODS

Constant-volume constant-temperature �NVT� simula-
tions were performed using DL_POLY �v. 2.15� �Ref. 55� with
the SRT �Ref. 1� flexible-molecule nitromethane force field.
The intermolecular forces are described by the Buckingham

a
cb

(010)

c
ba

(100)

c

(001)

b
a

FIG. 1. Three projections of the nitromethane crystal. The crystal face
shown in each panel corresponds to the plane of the page; for example, in
the case of the �001� the plane of the page contains a �001� crystal plane.
The structure is taken from Trevino et al. �Ref. 2� There are four molecules
per unit cell. The molecules have antiparallel orientations due to strong
dipolar interactions.
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�exp-6� potential plus Coulombic interactions with fixed par-
tial charges on the nuclei. The intramolecular interactions are
represented by a sum of Morse potentials for the bond
stretches, harmonic oscillators for bond angles, and cosine
series for the HCNO dihedral angles and the improper dihe-
dral describing the C–NO2 out-of-plane deformation.

Although the dynamics of a process can be affected by a
thermostat, which involves modification of the equations of
motion,56 this should not be a problem in the case of crystal
growth, which is usually considered to occur
stochastically.57,58 Thus, we have used NVT simulations to
compute the rate of crystallization as a function of tempera-
ture for neat liquid in contact with the �100�, �010�, �001�, or
�110� crystal faces. Projections of the measured nitromethane
crystal structure are illustrated in Fig. 1, looking down onto
the �001�, �100�, and �010� crystallographic faces. The 3D
periodic primary simulation cell used in this study is illus-
trated schematically in Fig. 2. A liquid region containing 480
molecules in all cases, obtained from a separate NVT simu-
lation at T=256 K which is just above the SRT melting
point �251�5 K�,7–9 is bracketed on either side by seed
crystals containing 240 molecules apiece with the selected
crystal face initially in contact with the liquid. The size of the
seed crystal was 5a�4b�3c in all cases. Using the crystal
unit cell lattice parameters a=5.244 Å, b=6.320 Å, and c
=8.730 Å reported by Trevino et al.2 based on single crystal
x-ray diffraction measurements at T=224 K, this yields a
nearly cubic seed crystal. We neglected the small ��0.9%�
variations of the unit cell parameters that would exist due to
thermal expansion over the 50 K range studied. Simple rota-
tions of the seed crystals were performed to orient them with
the selected face in contact with the liquid region for a given
simulation.59 A gap, comprising approximately one-sixth of
the overall simulation cell length in the long dimension, that
is, the direction normal to the solid-liquid interface, was
added at the outer edge of each crystal slab to avoid interac-
tions between the free crystal surfaces and to accommodate
volume changes due to crystallization. �Simulations per-
formed without the empty spaces did not exhibit any crystal-
lization even after 1500 ps of simulation time; this is accord
with the results for metals.�60

The initial configuration of the simulation cell used to
study crystal growth for liquid in contact with the �100� face
at T=190 K is shown in Fig. 3 �top�. The initial dimensions
of the simulation cell were X=157.32 Å, Y =25.28 Å, and
Z=26.19 Å, where Cartesian directions X, Y, and Z are par-
allel to crystal directions a, b, and c, respectively, and the

length for X includes 13 Å gaps that have been added to the
outer face of each crystal slab as discussed above. The NVT
simulations were performed with a fixed time step of 0.75 fs
at 10 K intervals over the range T=170–220 K for total
times of 1200 ps �1.6�106 time steps�, of which the first
200 ps �2.67�105 time steps� were regarded as equilibration
and not used in the data analyses discussed below. The tem-
peratures studied are well below the computed melting point
�251�5 K� for the SRT force field.7–9 Data for analysis
were stored every 375 fs. The middle and bottom panels of
Fig. 3 are snapshots of the simulation cell at the end of
equilibration �t=200 ps� and the end of the simulation �t
=1200 ps�, respectively. By 1000 ps between two and three
layers of new crystal have been formed at each �100� crystal-
liquid interface.

Our goal was to simulate crystallization under steady-
state conditions. During the 200 ps equilibration interval, the
atomic velocities were rescaled every five time steps to yield
the target temperature. The flux of thermal energy from the
system67,69 during the production phase of the simulations
�200 ps� t�1200 ps� was maintained by the Nosé–Hoover
thermostat; the selected relaxation time constant, 2.00 ps, is
significantly faster than the rate of crystal growth. To ensure
that the fixed transverse lattice dimensions did not strongly
affect the results, we calculated the time-averaged stress ten-
sor for each system during the 1.0 ns production phase. The

Crystal
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240 Molecules
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30´ · · · · · · 14´ 13´ · · · · · · 4´ 3´ 2´ 1´ 1 2 3 4 · · · · · · 13 14 · · · · · · 30

FIG. 2. Schematic 2D depiction of the 3D periodic simulation cell, and spatial partitioning thereof, used for the analysis of the crystallization. The liquid is
bounded on both sides by crystalline slabs. The outer face of each crystal slab is exposed to vacuum to accommodate changes in volume as crystallization
proceeds. The width of each subvolume n along the horizontal axis is 2.56 Å; these are labeled 30� ,29� , . . . ,2� ,1� ,1 , ¯29,30. Because of the symmetry of
the simulation cell the properties of the molecules in subvolumes n and n� were averaged and referred to simply as subvolume n.

t = 0 ps

t = 200 ps

t = 1200 ps

FIG. 3. Instantaneous configurations of the simulation cell for crystal
growth on the �100� face at T=190 K: t=0, beginning of the simulation;
t=200 ps, end of the equilibration period; and t=1200 ps, end of the
simulation.
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maximum average diagonal components obtained from any
simulation were ��xx��219 atm, ��yy��924 atm, and ��zz�
�1220 atm; the maximum average value for any off-
diagonal component ��i�j� was less than 22 atm. These mean
values are smaller than the corresponding fluctuations and
are sufficiently close to zero for the purposes of the present
study.

It has been shown that a nearby second interface �closer
than 25 Å in the case of Lennard-Jones systems� can affect
the rate of crystallization.64,69 With one exception the com-
binations of cell lengths and simulation times considered in
our study are such that the two crystallization interfaces re-
main sufficiently far apart that the rates of crystallization are
unaffected. �In that exceptional case, discussed in Sec. III D,
our analysis was restricted to time intervals for which the
distance between the growing interfaces was 30 Å or more.�

The radial distribution function �RDF�, molecular num-
ber density, and orientational order parameter, as defined
previously,9 were monitored as functions of time within rec-
tilinear fixed-size subvolumes �dashed lines in Fig. 2� 2.56 Å
in width that subdivide the simulation cell along its longest
dimension, as described previously.8,9 �The distance 2.56 Å
is one-half the a unit cell lattice parameter, or roughly one
molecular diameter.� Thus, the simulation cell was divided
into 2n �n=30� fixed-volume slabs tagged as
30� ,29� , ¯2� ,1� ,1 ,2 , ¯29,30 from left to right as illus-
trated in Fig. 2. Because of the symmetry of the simulation
cell the properties of the molecules in subvolumes n and n�
were averaged; thus when we refer to results for subvolume n
we are actually describing the arithmetic average of those
obtained for subvolumes n and n�.

Out of concern that a thermostat might affect the detailed
dynamics of crystallization, we performed a short �15.0 ps�
constant-energy constant-volume �NVE� simulation for the
case of liquid in contact with the �001� crystal face. The
initial condition for this microcanonical trajectory was the
phase space point at t=500 ps from the corresponding NVT
simulation at T=210 K. The step size for the microcanonical
trajectory was 0.75 fs; data were stored every 37.5 fs. Auto-
correlation functions were computed for center-of-mass
translation, molecular orientation in the laboratory frame,
and methyl group rotation

Cuu��� = �u�t� · u�t + ��	 , �1�

where u�t+�� is the instantaneous center-of-mass position
vector, C–N bond vector, or methyl group orientation for a
given molecule at a time delay � relative to the correspond-
ing values u�t� at time t. The autocorrelation functions for
molecules in the crystal, liquid, and interfacial regions were
obtained as ensemble averages over ten arbitrarily selected
molecules taken from each region, with the usual averaging
over equivalent time origins. Molecules in the interfacial re-
gion were examined individually to ensure that they re-
mained in an interfacial subvolume over the entire 15.0 ps
time interval used to generate the autocorrelation functions.

III. RESULTS AND DISCUSSION

A. Radial distribution function, molecular number
density, and orientational order parameter

The progress of crystallization was monitored by com-
puting for each subvolume as a function of time the three-
dimensional center-of-mass radial distribution function �3D
RDF�, the molecular number density, and the orientational
order parameter �cos �	, where � is the instantaneous angle
between the C–N bond vector in a molecule and the c crystal
axis. As described in Sec. II, the simulation cell has two
equivalent crystal-liquid interfaces, which we treated as
equivalent for averaging purposes. Initially the liquid and
crystalline subvolumes defining the interface are n=13 and
14, respectively. The RDF, molecular number density, and
orientational order parameters for subvolumes 9–14, which
initially are liquid except for subvolume 14, are shown in
Fig. 4 for the NVT simulation of crystal growth on the �100�
surface at T=190 K. The RDF curves were obtained by av-
eraging over 18.75 ps time windows at the beginning and
end of the production simulation �t=200 ps and t
=1200 ps, respectively�. The RDFs �left column, Fig. 4� for
subvolumes 9–14 obtained during the initial time window
are shown by the red points while those for the final time
window are shown in blue. Subvolume 9 remains liquid
throughout the simulation, while subvolumes 11–13 crystal-
lize; the result for subvolume 10 is equivocal. Subvolume 13,
which is liquid initially, is in contact with the crystal bed and
therefore exhibits some characteristics of the crystal at the
beginning of the simulation. The RDF results in Fig. 4 show
that between three and four molecular layers have crystal-
lized, and that at the end of the simulation subvolumes 11,
12, and 13 have a RDF structure corresponding essentially to
the crystal. By contrast, subvolume 10 is interfacial, with a
peak in the RDF at �6.5 Å during the last 18.75 ps of the
simulation. Addition of three molecular layers to the crystal
�corresponding to longitudinal growth by 1.5 unit cells or
about 7.7 Å� yields a crystallization rate of
�0.11 molecule ns−1 Å−2 or an interface growth rate of
�6.4 ���2.6� Å ns−1. The large error bar is a conse-
quence of the uncertainty: ��1 layer out of 3 depending on
whether layer 10 is counted among the number of crystal
layers grown in the simulation.

The number densities in subvolumes 9–14 are plotted as
functions of time in the middle column of Fig. 4 for crystal
growth on the �100� surface at T=190 K. Values for bulk
liquid and crystal were obtained from separate simulations at
T=190 K and are shown as red and blue horizontal lines,
respectively. Overall, the behavior of the molecular number
density is consistent with the results obtained for the varia-
tion of the RDF. Specifically, by the end of the simulation the
RDFs for subvolumes 13, 12, 11, and to some extent subvol-
ume 10 exhibit crystal-like features; the molecular number
densities for those same subvolumes by the end of the simu-
lation have clearly shifted toward the value for the crystal
�blue line�, indicative of crystallization. By contrast, the mo-
lecular number density of subvolume 9 corresponds initially
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to that of the liquid �compare to the red line�; and, while it
does increase over the course of the simulation, it never
reaches the density of the crystal �blue line�. The growth
rates obtained from the molecular number density are the
same as those obtained from the RDF results to within the
limited precision of the simulations.

The orientational order parameters for subvolumes 9–14
are plotted as functions of time in the last column of Fig. 4
for crystal growth on the �100� surface at temperature T
=190 K. The results indicate loss of orientational disorder of
the molecules as they crystallize. Only subvolume 13 gains
full orientational order by the end of the simulation, although
layer 12 appears to be close. Thus, orientational relaxation in
the crystal lattice lags behind translational registration. Inter-

estingly, the orientational order parameter for layer 13 exhib-
its smaller fluctuations about the value for the bulk crystal
�blue line� than does that for layer 14, which is always part
of the crystal �separated from the liquid by one layer at the
beginning of the simulation�.

Since the order parameter is an average over all mol-
ecules within a given subvolume at a given instant in time it
represents an average of a single-molecule function over
about 20–24 molecules/layer irrespective of material phase
and therefore has relatively small fluctuations. By contrast,
the density is simply the instantaneous number of molecules
within a given subvolume; since the number of molecules
within a given subvolume can vary by one or two over any
brief time interval there can be a concomitant variation of

FIG. 4. Structural properties for subvolumes 9–14 for simulation of crystallization on the �100� crystal face of nitromethane at T=190 K. Left-hand column:
RDF. Center column: molecular center-of-mass number density �Å−3�. Right-hand column: orientational order parameter. In the case of the RDF results, time
averages over the initial 18.75 ps �red symbols� and final 18.75 ps �blue symbols� are shown. For the molecular number density and orientational order
parameters time histories are shown for the entire 1000 ps production simulation; red and blue horizontal lines correspond to the corresponding values of those
properties for the bulk liquid and crystal, respectively.
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�5%–10% in the density. However, it is the general trends
in Fig. 4 that are significant for the present purpose and not
the details of the fluctuations.

Solid-liquid interfaces are difficult to study
experimentally;61–63 thus MD or Monte Carlo simulations
have provided much of what we know about their
properties.21,64–67 As mentioned in the Introduction, calcula-
tions have shown that the width of the crystal-liquid interface
in Lennard-Jones systems depends on which crystal face is
exposed to the melt.6,68,69 Lennard-Jones crystal-liquid inter-
faces involving �100� and �001� crystal faces were found to
be wider than those involving �111� faces.66–69 Galejs et al.68

and Gulam Razul et al.64 have reported results for the depen-
dence of the interfacial widths for various faces of the
Lennard-Jones system in contact with the liquid. They deter-
mined the width of the �001� interface to be 0.3 to 0.4
Lennard-Jones radii wider than those for the �011� and �111�
faces, for which interface widths of �5.0 radii were ob-
tained. Also, the density of the liquid in the immediate neigh-
borhood of the interface has been predicted to increase by up
to 10% relative to the bulk value depending on which crystal
face is exposed to the melt;53 for example, the Lennard-Jones
liquid density profile at the �001� interface shows no increase
in density relative to the bulk liquid value while there is a
significant increase �about 10%� for the liquid in contact with
the �111� and �011� faces.53

Although the precision of the simulations is rather low,
the RDF, molecular number density, and orientational order
parameter results indicate that the width of the solid-liquid
interface depends somewhat on the property used to define it.
The most conservative definition of the interface between
two pure phases in a two-phase system is the one that maxi-
mizes the spatial interval over which distinctions between
the bulk phases can be discerned within a given statistical
precision. Estimates of the interface width for crystallization
on the �100� face at T=190 K based on the RDF results �see
Fig. 4, left-hand column� yield values of �10–13 Å; 10 Å,
four molecular layers if subvolume 10 is not included as part
of the interface at the end of the simulation. The width esti-
mated from the density is �10 Å, in accord with the lower
value based on the RDF. Overall �results are not shown for
all cases�, based on the RDF results we obtain estimates for
the widths of the crystal-liquid interface of about four or five
molecular diameters ��10–13 Å� for the �100� and �001�
interfaces and about three or four molecular diameters
��7.5 Å to �10 Å� for the �010� and �110� interfaces. The
estimates based on the RDF predict the widest spatial varia-
tion and thus should be used as the defining criterion since it
is the most conservative definition of interfacial width. Thus,
while nitromethane and Lennard-Jonesium are too different
to warrant specific comparisons, the range of orientation-
dependent interfacial widths obtained from our simulations is
generally consistent with those obtained for simple Lennard-
Jones models.

B. Autocorrelation functions

The details of the dynamics of crystal growth for liquid
in contact with the �001� crystal face at T=210 K were in-

vestigated by calculating autocorrelation functions Cuu�t� for
molecular translation, molecular reorientation, and rotation
of the methyl group in the crystal, liquid, and interfacial
region. As noted at the end of Sec. II, in order to eliminate
any effects due to a thermostat, these simulations were per-
formed in the NVE ensemble starting from a phase space
point taken from the corresponding NVT simulation. The au-
tocorrelation functions for molecular translation, molecular
reorientation, and methyl rotation are shown in Figs.
5�a�–5�c�, respectively. In each panel the results for the crys-
tal are represented by solid lines, those for the interfacial
region by dashed lines, and those for the liquid by dotted
lines. The molecules used to calculate Cuu�t� for the crystal
and liquid phases were taken from regions in the simulation
cell far from any interface; those for the interfacial region
were taken from subvolumes 9–13 as indicated by the RDF
analysis.

Figure 5�a� shows Cuu�t� for molecular translation. As
expected the autocorrelation function for the crystal does not
decay significantly �solid curve�. On the 4 ps time scale con-
sidered here Cuu�t� for molecular translations in the liquid
�dotted curve� decays to a lower value than that for the in-
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FIG. 5. Autocorrelation functions for center-of-mass molecular translation
�a�, orientational relaxation �b�, and rotation of the methyl group �c� ob-
tained from a NVE simulation initiated from a phase space point taken
approximately half-way through the NVT simulation of crystallization on the
�001� face at T=210 K. Solid, dashed, and dotted curves correspond to
results obtained for the bulk crystal, molecules in the interfacial region, and
the bulk liquid, respectively.
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terface �dashed curve�, indicative of restricted translational
motion in the neighborhood of the interface. �Note however
that the values of all three autocorrelation functions are still
	0.95 at 4.0 ps. For reference, relaxation of Cuu�t� to zero
for the liquid at T=190 K was estimated to require more
than 90 ps.� Interestingly, the autocorrelation functions for
the liquid and interface both decrease from unity �i.e., �=0 in
Cuu���� at about the same rate suggesting qualitatively simi-
lar center-of-mass translational dynamics of interfacial and
liquid phase molecules on a subpicosecond time scale. This
general behavior will also be seen for autocorrelation func-
tions of the other properties discussed below, although the
time intervals over which these initially overlapping decays
persist vary from �0.1 to �0.3 ps depending on which
property is studied.

The autocorrelation function for molecular rotation is
shown in Fig. 5�b�. At short time delays ���0.3 ps�, the
rotational diffusion properties of molecules in the liquid �dot-
ted curve� and interfacial �dashed curve� regions are similar
to one another but quite distinct from what is obtained for
molecules in the crystal �solid curve�; Cuu�t� for the crystal
decays more rapidly than those for the interface and liquid.
At longer times �0.3 ps��� �10 ps, only shown out to
�=4.0 ps in Fig. 5� orientations for molecules near the inter-
face are more strongly self-correlated in time than those for
molecules in either the liquid or crystal. This is indicative of
the transition of molecules in the interfacial region from a
liquidlike to a crystal-like environment. At longer times
��	 �20 ps, not shown� the rotational autocorrelation func-
tion of the liquid decays to the long-time value expected for
a liquid.

The autocorrelation function for methyl group rotation is
shown in Fig. 5�c�. In this case the Cuu�t� for the liquid
�dotted curve� lies above that for the interface �dashed
curve�, which in turn is higher than the one for the crystal
�solid curve�. This result suggests that on average hindrance
to methyl rotation is greatest in the disordered liquid state,
lowest in the crystal �nearly a free rotor�, and intermediate in
the neighborhood of the interface where molecules are be-
coming registered in the lattice. This is consistent with the
predictions of published quantum molecular dynamics
simulations.70 The rotational kinetic energy of the methyl
groups, Er= I
2 /2, where I and 
 are the instantaneous mo-
ment of inertia and angular velocity for methyl rotation about
the C–N bond axis, respectively, was averaged over the mol-
ecules in each subvolume during the 15.0 ps NVE simula-
tion. The results are plotted in Fig. 6 and show clearly that
the average rotational kinetic energy of the methyl group
increases upon passing from the liquid, through the interface,
and into the crystal. This is consistent with the interpretation
of the methyl rotational dynamics discussed in the preceding
paragraph.

C. Rates of crystallization

We obtained rates of crystallization using two methods:
�1� the time dependence of the system potential energy and
�2� the time-dependent numbers of individual molecules in
each phase as determined by molecular self-diffusion coeffi-

cients. As crystallization proceeds toward completion the
molar potential energy of the system decreases toward the
value corresponding to that of the crystal at the given tem-
perature. Along the way the rate at which the potential en-
ergy decreases is proportional to the rate at which molecules
initially in the melt join the crystal. Figure 7 shows the time
history of the total potential energy of the simulation cell for
crystal growth on the �100� surface at T=190 K. The dis-
tance between the two crystal-liquid interfaces was never
less than 44 Å and therefore they could be confidently
treated as independent. The potential energy difference per
molecule between the pure crystal and pure liquid at T
=190 K is 29.67 kJ mol−1 molecule−1 based on separate
simulations for each pure phase. The decrease in potential
energy during the simulation was �1078� �250� kJ mol−1,
which corresponds to the crystallization of about 18 mol-
ecules �about 0.75 molecular layers�. This is in accord with
the estimate based on the orientational order parameter re-
sults shown in the right-hand column of Fig. 4.

Table I lists the rates of change of the potential energy,
divided by the cross-sectional area of the simulation cell, for
each temperature and melt-crystal interface studied. The re-
sults indicate that for all temperatures considered the rate of
crystal growth on the �001� crystal face is considerably larger
than on the other faces. In fact, at T=210 K the entire liquid
phase crystallized on the �001� face before the end of the
simulation. The results also show that the rate of crystalliza-
tion increases steadily with increasing temperature for
growth on the �001� and �100� surfaces whereas for growth
on the �010� and �110� faces the rate reaches a maximum at
T=190 K and then decreases with further increase in tem-
perature. These results indicate that the free energy change
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FIG. 6. Average methyl group rotational kinetic energy vs subvolume index
�see Fig. 2� for crystal growth on the �100� face at T=190 K.
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FIG. 7. Time history of the system potential energy during crystal growth on
the �100� face at T=190 K.
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for nitromethane crystallization depends considerably on
which crystal face is in contact with the melt, in accord with
the findings of Amini and Laird30 for Lennard-Jones systems.
Our calculated temperature-dependent crystal growth rates
are not described well by the modified Wilson–Frenkel
theory.34,53 Although we have not attempted a detailed analy-
sis of why this is true, we tentatively attribute it to the com-
plexity of nitromethane crystal compared to the simple
atomic system upon which the theoretical model is based.
Nitromethane forms a noncubic crystal of nonspherical par-
ticles on lattice sites, has intramolecular vibrational degrees
of freedom, and thus differs significantly from a simple
atomic solid.

We monitored crystal growth at the �100� surface at T
=190 K by counting the numbers of molecules in the crystal
and liquid phases as a function of time. To determine the
number of molecules that belong to each phase we calculated
the self-diffusion coefficient of the molecules for successive
nonoverlapping 66 ps time windows. A molecule was re-
garded as belonging to the crystal during a given time win-
dow if its self-diffusion coefficient was less than or equal to
0.026 Å2 /ps �that is, the self-diffusion coefficient, essen-
tially zero, obtained in a separate simulation of the solid at
T=190 K�. The results are shown in Fig. 8�a�; they corre-
spond directly to those shown in Fig. 7. During the initial
200–300 ps interval there is a rapid increase of the number of
molecules in the crystal phase �mostly during the 200 ps
equilibration phase�. There is a corresponding rapid drop in
the potential energy during this same time interval as shown
by the results in Fig. 7. From t�300 ps to almost t
�1000 ps there is a gradual, but not exclusively monotonic,
change in the number of molecules in each phase; the varia-
tion of the potential energy in Fig. 7 is consistent with this
observation: the rate of decrease of potential energy becomes
nearly constant, but with small nonmonotonic variations.
Starting at t�1000 ps however and continuing to the end of
the simulation there is another sharp increase in the number
of molecules in the solid phase.

The stages of crystal growth seen in the results in Fig.
8�a� raise once again the question of whether crystallization
is a concerted process in which the molecules crystallize in
pairs or even larger groups. The results in Figs. 7 and 8�a�
correspond to the net crystallization of only 36 molecules per
interface, which is insufficient to allow strong conclusions
concerning the mechanism by which molecules join the crys-
tal. Thus, we performed a simulation for liquid in contact

with the �001� face at the same temperature �T=190 K�, for
which we computed self-diffusion coefficients based on con-
secutive nonoverlapping 20 ps time windows; the results are
shown in Fig. 8�b�. The almost continuous variation in the
number of the molecules suggests that, at least for this par-
ticular case, crystallization does not occur in a concerted
manner but rather is dominated by the stochastic dynamics of
individual molecules. �Note: the “bump” at t�750 ps in
Fig. 8�b� is an artifact of starting a new simulation using a
new velocity distribution and the last configuration from the
previous simulation.�

The simulation at T=210 K for liquid in contact with
the �001� face resulted in complete crystallization of the
sample �see Fig. 8�c��. The crystallization rate for this simu-
lation is about 0.378 molecules ns−1 Å−2 or �20.5 Å ns−1.
We observe in Fig. 8�c� that, following equilibration, the rate

TABLE I. Rate of change of system potential energy �kJ mol−1Å−2ns−1� for crystallization from the melt on
various crystal faces at various temperatures. �Restricted to times for which the two crystal-liquid interfaces in
the simulation cell were separated by at least 30 Å.�

Surface

T
�K�

170 180 190 200 210 220

�100� 29.76 40.88 52.29 64.92 69.54 87.45
�010� 38.73 53.18 62.68 62.64 47.57 44.76
�001� 69.00 153.88 167.81 224.73 305.01 333.29
�110� 42.04 55.11 89.36 30.01 7.36 –a

aNo crystallization occurred during 1200 ps total simulation time.

FIG. 8. �a� Time histories of the numbers of nitromethane molecules deter-
mined to be in the crystal �blue symbols� and liquid �red symbols� during
crystal growth based on 3D self-diffusion coefficients calculated separately
for each molecule in the system. The cases shown are for crystal growth on:
�a� the �100� face at T=190 K, �b� the �001� face at T=190 K, and �c� the
�001� face at T=210 K. In case �c� the system fully crystallized by t
�900 ps.
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of crystallization is almost constant until t�750 ps. At this
point, which corresponds to the time at which the distance
between the two solid-liquid interfaces in our simulation de-
creases to about 30 Å, the rate of crystallization increases
rapidly and goes to completion within about 150 ps. By con-
trast, almost 500 ps were required to crystallize the same
number of molecules when the interfaces were separated by
more than 30 Å. The effects of the presence of a nearby
interface have been a matter of concern when creating
steady-state interfaces64,69 and, as shown here, also need to
be considered when performing crystallization simulations. It
is interesting to note that in spite of the relatively rapid crys-
tallization of the liquid in Fig. 8�c� we did not detect a grain
boundary or other major crystal defect in the final crystal. An
animation of the entire simulation cell for this case plus two
additional ones in which only the subset of molecules that
comprises a single molecular layer in the final crystal is
shown are available as supplementary material.71

D. Effects of intramolecular flexibility

It has been shown in previous simulations that the melt-
ing point of nitromethane is independent of whether intramo-
lecular degrees of freedom are included.6 In light of this, we
performed simulations using the rigid-molecule version of
the SRT nitromethane force field to ascertain the effects of
ignoring intramolecular flexibility on crystallization. The
specific case studied is liquid in contact with the �001� crys-
tal face at T=210 K for which, as noted just above, the
system crystallized completely within less than 1 ns. The
results are shown in Fig. 9. Figure 9�a� was obtained from a
simulation using the fully flexible SRT force field while Fig.
9�b� was obtained using the rigid-molecule version. In both
cases the initial seed crystal was on the right. The results
indicate that crystallization of nitromethane is dominated by
intermolecular interactions; the main qualitative difference in
the crystallization of flexible versus rigid molecules is that in
the latter case the methyl group can be trapped in incorrect
orientations. In the case of flexible molecules �see Fig. 9�a��
it is impossible to identify at the end of the simulation where
the initial liquid-crystal interface was located, whereas in the
case of rigid molecules �see Fig. 9�b�� the boundary between
the seed crystal and the grown crystal is clearly identifiable
due to thermal noise in the latter. �The seed crystal in the
latter simulation was completely rigid.� The presence of mis-
oriented methyl groups in the rigid-molecule simulations can
easily be seen by comparing Fig. 9�a� to Fig. 9�b�.

To test whether such defects are readily annealed we
performed a flexible-molecule simulation starting from the
final configuration from the rigid-molecule simulation. Fig-
ure 9�c� contains a plot of the system potential energy as a
function of time obtained from the flexible-molecule simula-
tion starting from the rigid-molecule configuration shown in
Fig. 9�b�. The horizontal line in Fig. 9�c� is the average po-
tential energy obtained from a separate equilibrium simula-
tion of the crystal at T=210 K using the fully flexible force
field. As expected, there is a rapid initial drop in potential
energy, requiring only about 2 ps, as the system geometry
rearranges upon release of the geometric constraints. We find

that, after the initial relaxation, the structural properties of
the flexible molecule obtained in this simulation are identical
to those obtained using the flexible model from the outset.
However, it is important to note that the rigid-molecule sys-
tem required 1650 ps of simulation time to crystallize com-
pletely whereas the flexible-molecule simulation underwent
complete crystallization in only 750 ps.

IV. CONCLUSIONS

We have studied the atomic-level mechanism of the
crystallization of nitromethane at various crystal-liquid inter-
faces. We carried out MD simulations at 10 K intervals over
the range T=170–220 K for crystal faces �100�, �010�,
�001�, and �110� in contact with the pure melt. We studied
crystal growth and interfacial properties by monitoring the
spatial and temporal evolution of radial distribution functions
�RDFs�, molecular number density, an orientational order pa-
rameter, and molecular self-diffusion coefficients. The results
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FIG. 9. Top: Snapshot of nitromethane crystal grown using the fully flexible
SRT force field starting from liquid in contact with the �001� crystal face at
T=210 K; Middle: same as top panel except that a rigid-molecule force
field was used in the simulation. Bottom: Time history of the system poten-
tial energy obtained using the fully flexible potential starting from the rigid-
molecule-based crystal shown in the middle panel. The horizontal line
shows the time-averaged potential energy obtained from a separate simula-
tion of the crystal at T=210 K.
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show that during crystallization molecules first achieve cor-
rect translational ordering followed by rotational relaxation
that leads to molecules properly oriented in the crystal struc-
ture.

The width of the interface varies with the crystallo-
graphic orientation of the crystal face in contact with the
liquid. Based on the orientational order parameter we calcu-
lated widths as wide as �13 Å �about five molecular diam-
eters� for crystal growth on �100� and �001� faces. The inter-
facial widths calculated for growth on �110� and �010� faces
were �10 Å �about four molecular diameters�. The width of
the crystal-liquid interface depends on the criterion used to
define the crystalline state. We find that definitions based on
the RDF and density lead to predictions of wider interfaces
than those based on the orientational order parameter. For
example, for crystal growth on the �100� face a definition of
the interface based on the orientational order parameter re-
sults in prediction of an interface about 6 Å wide whereas a
definition based on the RDF leads to a prediction of an in-
terface width of about 13 Å.

The rate of the crystallization is a function of tempera-
ture as well as the crystallographic orientation of interface.
The calculated rates of crystallization vary between about
0.08 molecule ns−1 Å−2 �2.5 Å ns−1� for growth on the
�010� surface at T=190 K to 0.41 molecule ns−1 Å−2

�22.4 Å ns−1� for growth on the �001� surface at T=220 K.
The temperature at which the maximum rate of crystalliza-
tion of nitromethane occurs is different for different surfaces.
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The effects of pressure on the vibrational spectra of crystalline nitromethane have been studied by computing
normal-mode frequencies and eigenvectors and classical power spectra at several hydrostatic pressures between
0 and 27.3 GPa using the full-dimensional Sorescu-Rice-Thompson (J. Phys. Chem. B 2000, 104, 8406)
(SRT) valence force field. The purpose of the study was to determine the limits within which the SRT force
field, and classical mechanics more generally, captures the qualitative pressure effects observed experimentally.
The current results exhibit good overall agreement between the calculated normal-mode frequencies (and
especially their pressure-dependent shifts) and those obtained in published experimental and theoretical studies.
Comparisons of the pressure dependencies near room temperature of classical power spectra to experimental
pressure-dependent infrared (IR) spectra for particular vibrational modes yield, in the case of the CN stretch,
a CH3 deformation, and the NO2 asymmetric stretch, intriguingly similar evolution of spectral intensity with
respect to pressure, whereas for the case of the NO2 symmetric stretch mode the classical result bears little
similarity to the experimental result.

I. Introduction

Shock waves in molecular materials lead to complicated,
nonthermal partitioning of energy among the inter- and in-
tramolecular degrees of freedom.1-8 It is generally accepted that
the initial excitation and subsequent approach to thermal
equilibrium in a shocked molecular crystal occurs by a mech-
anism known as up-pumping in which the shock initially excites
the lattice phonons of the crystal, leading to significant excitation
of those modes.1,9-12 These, in turn, couple most strongly to
those lowest frequency molecular vibrations (gateway modes)
that overlap or are close to resonance with the lattice modes.
The dominant pathway for energy transfer to the high-frequency
vibrations is intramolecular vibrational energy relaxation (IVR).
This occurs on time scales (several picoseconds or more) that
are long compared to that for shock passage over a molecule in
the crystal (for example, roughly 20-40 fs for nitromethane).
A recent paper by Hooper1 on the theory of energy transfer in
shocked energetic crystals summarizes succinctly the current
understanding of the mechanisms and time scales for these
processes. Coupled with recent experimental advances,13-15

theoretical models have provided useful information concerning
energy transfer rates and pathways in shock loaded molecular
materials.

Molecular dynamics (MD) is an effective tool for the study
of phenomena in and immediately behind a shock wave due to
the relatively short temporal and spatial scales involved in the
transient events of primary interest.2,3,5-8,16-20 However, the
validity of the results of a MD simulation depends on the
accuracy of the force field and the validity of the classical
approximation. An abiding concern, particularly if the goal is
to understand the detailed dynamics, is the accuracy of the force
field used to propagate the classical equations of motion.
Depending on the thermodynamic states of interest, it may be
necessary to use a force field that includes the possibility of

chemical reactivity. However, in many cases, nonreactive
models are sufficient. Regardless, prior to using a force field to
make predictions of fundamental properties or processes for
which quantitative accuracy is important, it should be validated
as fully as possible against experimental data or reliable
electronic-structure information. Since most MD simulations are
performed for thermodynamic states close to room temperature
and atmospheric pressure, the emphasis in most validation efforts
is on sampling the configuration space likely to be explored
under such conditions (for a specific exception, see ref 21);
therefore, the reliability of such force field parametrizations for
applications involving more extreme thermodynamic states is
questionable (see, for example, ref 22).23

As a prototypical energetic material, nitromethane has been
heavily studied for many years. The phase diagram,24-27 equation
of state,28-31 spectroscopic properties,32-39 and reaction chemistry40-44

are relatively well characterized and understood, both experi-
mentally and theoretically. Because nitromethane is a liquid at
atmospheric pressure and room temperature, less is known about
the crystal phase; for example, the second-order elastic tensor
has never been measured, and the first (to our knowledge)
theoretical prediction of that property has only very recently
been reported.45 Moreover, even as recently as 1994 there was
debate concerning the possible existence of multiple phases at
high pressure.25 It has now been established that there are only
two phases, both with the same space group, between zero
pressure and 40 GPa near room temperature.24 Given the large
number of published journal articles for nitromethane, not to
mention a sizable body of work that appears only in conference
proceedings (see, for example, ref 46), in the following
paragraphs we briefly summarize only a few theoretical and
experimental studies of particular relevance to the present work.

Ab initio and density-functional theory (DFT) calculations
as well as simulations based on empirical force fields have been
used to study the chemical and physical properties of ni-
tromethane as functions of temperature and pressure.47-56 These
include calculations of crystal and liquid structures and transport
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coefficients,35,49,56,57,61,63,68 melting,64-67 crystallization,58 iso-
thermal compression curves at zero Kelvin (“cold curves”) and
other constitutive relationships,47,48,50,51,53 electronic band gaps,6,48,53

vibrational spectra,50 properties in the shocked state,2,6,21,22,28,55

and chemical reactivity.6,40,52 Byrd et al.51 showed convincingly,
using plane-wave electronic-structure methods for several
different energetic materials including nitromethane, that both
standard and hybrid DFT significantly overestimate the unit cell
volume as the complete basis set (CBS) limit is approached.
More recently, Conroy et al.47 reported plane-wave DFT
calculations of hydrostatic and uniaxial compression of crystal-
line nitromethane. They compared results obtained with and
without empirical corrections designed to mitigate errors arising
from lack of dispersion interactions in DFT. The results, which
are for a basis set near the CBS limit, do not allow an
unequivocal conclusion because, for the case of hydrostatic
compression (for which multiple data sets are available for
comparisons), the outcome of whether uncorrected or corrected
DFT yields better agreement with experiment depends on both
the particular structural parameter and pressure interval.

The electronic-structure study that is most germane to the
current work is due to Liu et al.50 They used the ABINIT59 code
to calculate the compression curve for crystalline nitromethane
at zero Kelvin subject to preservation of the initial space group.
These data were used to fit the zero pressure bulk modulus and
its initial pressure derivative using the Murnaghan60 equation.
They calculated density-dependent intramolecular distortions,
changes in the electronic band gap, and the normal-mode
frequencies of the unit cell as functions of pressure. Their results
are generally consistent with the experimental pressure-depend-
ent infrared (IR) and Raman spectra discussed below.

In a separate study, Liu et al.22 used MD with an empirical
force field developed specifically for liquid nitromethane by
Alper et al.61 to study the hydrostatic compression and Hugoniot
locus of liquid nitromethane for pressures up to about 24 GPa.
Liu et al. obtained isothermal compression curves that are much
stiffer than those obtained from both experiment24-26 and earlier
simulations68 for pressures greater than 2 GPa; states on the
Hugoniot locus as determined using the iterative approach due
to Kress et al.62 similarly indicate an unrealistically strong
interatomic repulsion that arises from the use of Lennard-Jones
potentials for the nonbonded interactions in the force field model
of Alper et al.

Tuckerman and Klein56 performed Car-Parrinello MD
simulations of nitromethane as a function of temperature near
atmospheric pressure using a three-dimensionally periodic
simulation cell containing two unit cells. They computed the
vibrational density of states of the entire system as well as for
individual atom types. From a Boltzmann inversion of the
probability distributions of the dihedral angles obtained from
their simulations, they deduced an effective free-energy profile
for methyl rotation in the liquid state and concluded that the
barrier in the liquid is higher than the experimentally determined
value in the crystal. Reed et al.6 have also carried out quantum
MD simulations. They focused on the chemical decomposition
of nitromethane behind a strong shock. They determined that
shock impact velocities higher than 6 km/s are necessary to
initiate chemical decomposition in crystalline nitromethane on
the time scale of their simulations but that under those conditions
a semimetallic layer forms in the material immediately behind
the shock front. Such high velocity impacts correspond to
pressures far in excess of the Chapman-Jouguet detonation
pressure of nitromethane (∼12 GPa40) and far above those
considered in the present work. For the force field used in the

current work,63,64 an impact velocity of 3.0 km/s yields a shock
pressure of about 30 GPa.3

Courtecuisse et al.25 reported a phase diagram for ni-
tromethane based on Raman spectra for temperatures between
20 and 350 °C and pressures between 0 and 35 GPa. They
argued for three previously unknown crystal phases (III, IV,
and V) in addition to the well-accepted phases I and II; they
determined an existence interval for each phase from changes
in the slopes of the variation of NO2, CN, and CH3 spectral
peaks with pressure. Subsequently, Citroni et al.24 reported IR
and Raman spectra of crystalline nitromethane for pressures up
to 27.3 GPa and Ouillon et al.32 studied changes in the Raman
spectra between about 10 and 12 GPa. Citroni et al.24 argued
that the observed changes in the positions of the NO2 and CH3

peaks at about 11 GPa indicate the formation of a CH · · ·O
hydrogen-bonding-like network that stabilizes the CH3 groups
in an eclipsed orientation relative to the NO2 plane for pressures
higher than 11 GPa rather than evidence for the structural phase
changes proposed by Cortecuisse et al.25 Ouillon et al.32

suggested that the changes they observed are due to polarization
of the NO2 groups arising from rearrangement of molecules in
the unit cell that results in stronger intermolecular O · · ·H
interactions. From the latter two studies, it seems fairly certain
that near room temperature nitromethane exhibits only two
phasessthe low-pressure form below 3.5 GPa and the high-
pressure form which differs primarily in a rotation of the methyl
groups by ∼45° relative to the low-pressure phase. Most relevant
to the present study are the plots of IR and Raman spectra for
selected modes for several pressures between 0 and 27.3 GPa
reported by Citroni et al.24

Our interest is in understanding in atomic detail, mainly using
force-field-based methods such as MD and Monte Carlo,
processes that occur in molecularly complex materials over
temperature and pressure intervals of approximately 300-3000
K and 0-40 GPa, respectively. Both stationary (i.e., equilibrium)
and nonstationary (i.e., transient) phenomena are of interest.
Sorescu, Rice, and Thompson have developed a force field63,64

for the prototypical energetic material nitromethane that has been
calibrated and validated against a comparatively large body of
experimental and theoretical data. It accurately describes the
crystal and liquid states and the melting transition.65-68 More
recently, it has been used to study effects of shocks on the
crystal.2,3 Although the SRT force field for nitromethane has
been validated against experiment and electronic-structure theory
for a number of structural and dynamical properties, the pressure
dependence of the vibrational spectroscopy has not been
investigated. Understanding this dependence is particularly
important for interpreting shock wave simulations, since the
initially non-Boltzmann distribution of energy created by
passage of a shock wave and the subsequent pathways for
thermal equilibration will be affected by the characters and
coupling strengths among the normal modes for states far from
the room temperature, atmospheric pressure potential-energy
minimum. Since no experimental data exist for time- and mode-
resolved vibrational spectroscopy in shocked nitromethane, the
experimental and theoretical studies of vibrational spectra under
hydrostatic compression mentioned above provide the best
available data sets for assessing the accuracy of the SRT
nitromethane force field vibrational structure at elevated pres-
sures relevant to shock excitation.

In the present study, we investigate the pressure dependence
of the vibrational modes in crystalline nitromethane using the
SRT force field. Hydrostatic compression results were obtained
at 1 K using normal-mode analysis69 and at finite temperature
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using classical power spectra.70 The normal-mode analysis
results are directly comparable to those obtained by Liu et al.50

using electronic-structure theory and to the experimental data
of Citroni et al.24 In contrast to the normal-mode analyses, which
yield a set of discrete eigenvalues (vibrational frequencies) at
the potential-energy minimum for a given stress state, the power-
spectra results (classical vibrational density of states), which
are obtained at finite temperatures, can be compared to the
experimental spectra for particular vibrational bands at various
pressures. Thus, it is possible to compare and contrast the
measured and calculated pressure evolutions, which typically
involve the shifting of spectral intensity and splitting and
emergence of peaks in the spectra as the pressure is increased.
In section II, we briefly summarize the SRT force field, the
details of the MD simulations, and the approach taken for the
normal-mode and power-spectral analysis of the crystal. Results
are presented in section III and conclusions in section IV.

II. Computational Details
A. Force Field. The empirical flexible force field developed

by Sorescu, Rice, and Thompson63 (see also Agrawal et al.64)
was used in the current study. The potential consists of a sum
of intramolecular and intermolecular interactions. The intramo-
lecular potential is described by Morse potentials for the six
covalent bond distances, harmonic potentials for the nine three-
atom bending angles, and trigonometric functions for the seven
torsional interactions (including one used to describe the “wag”
angle between the C atom and the plane formed by the NO2

group); intramolecular nonbonded (1-4) interactions are not
included. The intermolecular potential is pairwise and consists
of exponential repulsions, dispersion terms (R-6), and Coulomb
interactions (R-1) with fixed partial atomic charges on the nuclei.
The SRT force field has been shown to accurately predict the
crystal structure at 1 atm at room and cryogenic temperatures,63

linear and volumetric isothermal compressions,63 linear and
volumetric thermal expansion coefficients,63 melting point at
normal and elevated pressures,64-67 liquid self-diffusion con-
stants,66 and energy transfer pathways and time scales following
excitation of CH stretching modes in the liquid.35

B. Simulation Details. At temperatures below 244.77 K and
atmospheric pressure, nitromethane crystallizes in the orthor-
hombic space group P212121 with four molecules per unit cell
(see Figure 1).27 A three-dimensionally periodic simulation
supercell of the crystal containing 1120 molecules was con-
structed by replicating the experimental unit cell by factors of
8, 7, and 5, respectively, along the a, b, and c crystal axes, that
is, an 8 × 7 × 5 supercell. Initial lattice dimensions and atomic
positions were taken from the neutron diffraction crystal
structure determination of Trevino and Rymes.27 The cutoff
distance for nonbonded interactions was set to 11.0 Å. Elec-
trostatic interactions were evaluated using the Ewald summation
procedure.71 All energy minimization and molecular dynamics
simulations discussed below were performed using the DL_POLY
(v 3.06) simulation code.72

The MD simulation protocol was divided into three stages.
First, isothermal-isobaric (NPT) simulations were performed
using the Martyna-Tuckerman-Klein73 constant stress barostat
algorithm as implemented in DL_POLY to sample the desired
isothermal hydrostatic stress state at temperatures of 1, 250,
and 298 K for pressures of 0.0001, 1.1, 3.2, 7.6, 11.0, 15.0,
and 27.3 GPa (hereafter we refer to 0.0001 GPa simply as 0
GPa). The NPT simulations were performed for 45 ps. It was
determined that 5 ps was sufficient to achieve a steady-
fluctuating pressure/temperature state; thus, the final 40 ps of

each NPT equilibration trajectory was used to determine the
average lattice parameters corresponding to the prescribed stress
state and temperature. Initial phase space points for successively
higher pressures were taken from simulations at the next lower
pressure once a steady-fluctuating state had been obtained.
Following NPT equilibration for a given temperature and
pressure, isothermal-isochoric (NVT) simulations were per-
formed for 45 ps using the average lattice parameters corre-
sponding to that state. A fixed time step of 0.75 fs was used
during both the NPT and NVT equilibration stages. The final
vector of positions and velocities from the NVT equilibration
was used as the initial condition for a 40 ps constant volume-
energy (NVE) production stage, simulated with a fixed step size
of 0.1 fs. Cartesian positions and velocities during the production
stage of the simulation were stored every 4 fs for subsequent
analysis.

C. Vibrational Analysis. Normal-mode frequencies and
eigenvectors for a single molecule in the explicit field of the
crystal were obtained as a function of pressure using a
combination of NPT simulations, energy minimization, and
numerical determination of the Hessian matrix. Specifically, the
NPT, NVT, and NVE simulations described above were used
to obtain representative instantaneous configurations for total
energies corresponding to ∼1 K at each pressure studied.
Starting from these low-energy configurations for each pressure,
a geometry optimization was performed for one molecule in
the crystal by minimizing its potential energy in the instanta-
neous crystal field of the remaining 1119 molecules using a
conjugate gradient algorithm. Since the total energy cor-
responded to a temperature of ∼1 K, the thermal fluctuations
of the 1119 molecules about the equilibrium positions in the
crystal were negligibly small. Normal-mode analysis was
performed using fourth-order accurate numerical second deriva-
tives of the potential energy for the energy-minimized molecule
to obtain normal-mode frequencies and eigenvectors.69 A similar
calculation was also performed for a contiguous energy-
minimized unit cell within the 1 K primary cell to ensure that

Figure 1. Unit cell of nitromethane. The crystal belongs to the P212121

space group and contains four molecules per unit cell.
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the normal-mode eigenvectors and frequencies were essentially
unaffected by the choice to base the analysis on a single
molecule in the crystal field. While the molecular vibrations
(vibrons) and nonacoustic lattice modes (optical phonons) cannot
be separated formally, practically the distinction between such
modes is clear upon analysis of the eigenvectors. Finally, for
comparison, in addition to the crystal phase normal-mode
analyses, vibrational eigenvectors and frequencies were obtained
for a gas-phase molecule.

Power spectra, computed as Fourier transforms of the
autocorrelation functions for mass-weighted Cartesian velocity
time histories obtained from the 40 ps NVE trajectories, were
used to evaluate the vibrational dynamics of the system as
functions of pressure and nominal temperature. Spectra for
selected internal coordinates were also computed. The power
spectrum for dynamical variable V(t), with mean 〈V(t)〉t ) 0, is
given by70

where

Here, tmax is the length of the time history, τ is a time offset,
and ω is the frequency.

III. Results and Discussion
A. Structural Features. We find no evidence for structural

phase transitions in crystalline nitromethane at pressures between
0 and 27.3 GPa other than the rotation of the methyl groups
that has been observed both experimentally26 and for the SRT
force field.63 Figure 2 contains plots of the angles formed
between the a, b, and c crystal axes and the CN bonds (panels
a-c) and NO bonds (panels d-f) as functions of pressure, taken
from 2 × 2 × 2 blocks containing 32 molecules located at the
center of the 1120-molecule primary cell. The choice of location
of the 2 × 2 × 2 block is of course arbitrary, since the results
correspond to a three-dimensionally periodic system with no
voids, surfaces, or other internal interfaces. The temperature is
250 K. The individual symbols correspond to the mean values
of those angles for individual molecules; thus, there are 32 points
for each pressure in each panel of the figure. The uncertainties
shown correspond to one standard deviation of the normal

Figure 2. Variation with pressure of the angle between the CN bonds in nitromethane and (a) the a crystal axis, (b) the b crystal axis, and (c) the
c crystal axis. Panels d-f are the same as panels a-c except that the angles between the NO bond vectors and the crystal axes are shown. The
temperature is T ) 250 K.

IVV(ω) ) 1
2π ∫0

tmax dτCVV(τ) exp(-iωτ) (1)

CVV(τ) )
∫0

tmax dtV(t)V(t + τ)

∫0

tmax dtV(t)V(t)
(2)
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distribution (not the standard deviation of the mean) from the
overall set of observations obtained during the 40 ps interval
during which simulation data were accumulated at a given
pressure. There are two branches for each case due to the
symmetry elements of the crystal structure. In general, as
expected, the spread of the mean values and widths of the
sampled distributions decrease with increasing pressure, reflect-
ing the reduced regions of configuration space sampled by the
system as the pressure increases at fixed temperature. While
these order parameters indicate gradual pressure-dependent
changes of the heavy-atom orientations in the lattice, the changes
are small in magnitude and occur smoothly, suggesting the
absence of any phase transitions in the crystal structure. This is
consistent with experiment,24 although the measured data do
indicate the formation of a hydrogen-bonding-like network in
the crystal at high pressures that would not be captured with
the fixed partial atomic charge electrostatic model used in the
SRT force field.

B. Pressure-Dependent Normal-Mode Frequencies. The
vibrational frequencies and assignments in the crystal determined
from the normal-mode analysis described in section II.C are
presented in Table 1; experimental results from Ouillon et al.32,37

are included for comparison. There is rather good mode-by-
mode agreement with the experimental frequencies. Our cal-
culated frequencies on the 1 K isotherm are plotted as a function
of pressure in Figure 3. Linear coefficients of pressure-induced
vibrational frequency shifts from the present work (2 GPa < P
< 14 GPa), the theoretical study by Liu et al.,50 and the
experimental study of Citroni et al.24 are shown in Table 2. The
Liu et al. results were taken directly from Table 6 of ref 50 (0
GPa e P e 12 GPa on the 0 K isotherm); the results from
Citroni et al. were estimated from Figures 5 and 7 of ref 24
(Raman results collected at 250 K and IR results collected at
298 K, respectively) for pressures between 2 and 12 GPa. In
general, the vibrational frequencies blue shift monotonically with
increasing pressure (see Figure 3 and Table 2). As with the
experimental data24,32 and the theoretical results reported by Liu
et al.50 based on three-dimensionally periodic DFT, the mag-
nitude of the overall shifting varies mode to mode. However,
in contrast to experimental observations of the infrared and
Raman spectra for which several new peaks emerge in the
spectra under increasing pressure (cf. Figures 4-7 of ref 24
and Figures 2 and 3 of ref 32), there is no evidence for abrupt
changes in the calculated pressure-dependent normal-mode
frequencies obtained in the present study or in the electronic-
structure predictions.50 The peak splittings observed experi-

mentally would not be observed in the current normal-mode
analysis, which corresponds to a single molecule in a static
crystal field. While some of the fundamental normal-mode
frequencies at zero pressure differ significantly from one study
to the next, the mode-by-mode pressure-induced blue shifts are
remarkably similar among them.

C. Normal-Mode Eigenvector Projections. An interesting
question is the extent to which the character of a given
vibrational normal mode changes as the pressure is increased.
To assess this for nitromethane, we have calculated projections

TABLE 1: Calculated and Measured Normal-Mode Vibrational Frequencies of Nitromethane

mode assignment ν (cm-1) modea assignmenta νa (cm-1)

1 CH3 asym. str. 3094 1 CH3 asym. str. 3117
2 CH3 asym. str. 3087 2 CH3 asym. str. 3075
3 CH3 sym. str. 2961 3 CH3 sym. str. 2998
4 NO2 asym. str. 1600 4 NO2 asym. str. 1575
5 CH3 sym. def. and CN str. 1520 5 CH3 sym. def. 1430
6 CH3 sym. bend 1431 7 NO2 sym. str. 1415
7 CH3 asym. bend 1429 6 CH3 asym. def. 1416
8 CH3 sym. def. 1371 8 CH3 sym. def. 1382
9 out-of-plane CH3 rock 1148 9 NCH sym. def. and NO2 wag 1122
10 in-plane CH3 rock 1053 10 NCH antisym. def. 1112
11 CN str., NO2 bend, and NO2 sym. str. 816 11 CN str. and NO2 bend 936
12 NO2 wag 807 13 NO2 wag 611
13 CN stretch and NO2 bend 604 12 CN stretch and NO2 bend 671
14 NO2 rock 465 14 NO2 rock 495
15 torsion 122 b b b

a Experimental results from Ouillon et al.32,37 b Not reported.

Figure 3. Pressure-dependent vibrational frequencies of nitromethane
obtained from normal-mode analysis on the 1 K isotherm. The results
should be compared to those presented in Figures 5 (Raman, T ) 250
K) and Figure 7 (IR, T ) 298 K) of Citroni et al.24 and Figure 7
(electronic structure, 0 K) of Liu et al.50
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(Duschinsky rotation matrices)74,75 between the eigenvectors for
molecular normal modes in the crystal at various pressures P
and those at atmospheric pressure. In general, a rigid displace-
ment is necessary to account for changes (molecular distortion
and rotation) in the energy-minimized geometry with increasing
pressure. Therefore, the Eckart frames76,77 of the structures were
aligned before performing the mode projections. Since the
normal-mode eigenvectors comprise an orthonormal set, the
scalar projection between a given eigenvector and itself at a
given pressure is unity, whereas the scalar projection between
two different eigenvectors at a given pressure is zero. Thus,
the closer the scalar projection between the eigenvector for a
given mode at pressure P ) 0 and the eigenvector for that same
mode at some other pressure is to unity, the less the effect of
pressure on that mode. The results of these calculations are
shown in Figure 4, where the scalar projections êk(P g 0) · êk(P
) 0) for each mode (diagonal elements of the Duschinsky
rotation matrix) are shown as a function of pressure for P < 14
GPa. It is of interest to note that the results for individual modes
separate qualitatively into three groups: one in which the modes
are nearly independent of pressure [êk(14 GPa) · êk(0 GPa) g
∼0.93], one in which they are moderately pressure dependent
[∼0.65 e êk(14 GPa) · êk(0 GPa) e ∼0.73], and a third group
in which the scalar projection is considerably smaller [∼0.23
e êk(14 GPa) · êk(0 GPa) e ∼0.33]. The scalar projection for a
given mode decreases essentially monotonically. It is possible
that the detailed behaviors observed on close inspection of
Figure 4 reflect a subtle interplay between the coupled intra-
and intermolecular contributions to the potential energy and the
molecular packing at a given hydrostatic pressure, but we have
not pursued that here. Comparing the results in Figure 4 and
the vibrational frequencies listed in Table 1 (and shown in Figure
3), there does not appear to be a strong correlation between
frequency and extent of decrease of the projection. Rather, we
find that the eigenvectors dominated by heavy-atom displace-
ments are the least affected by pressure, while those with large
contributions of H-atom displacements are more strongly
affected. Among the latter, the tendency is for the modes of
lower symmetry to be the most strongly affected by pressure.

This is consistent with the rotation of the methyl group that
occurs between atmospheric pressure and 3.5 GPa both
experimentally26,78 and for the SRT force field.63

D. Power Spectra for P ) 0 GPa. Figure 5 contains plots
of the power spectra for mass-weighted Cartesian velocities at
zero pressure and temperatures of T ) 1 K and T ) 250 K
(panel a) and for selected internal coordinates for zero pressure
and T ) 250 K (panel b). The qualitative features in Figure 5a,
which corresponds to the vibrational density of states of the
system, are in accord with expectations. Vibrational normal
modes are associated with sharp peaks in the power spectrum
for the comparatively low energies considered here. Some peaks,
for example, those corresponding to the in-plane and out-of-
plane asymmetric CH stretches at approximately 3095 cm-1,
are not readily distinguishable due to near degeneracy for the
SRT force field model. Although they remain separated as the
temperature is increased from 1 to 250 K, several of the peaks
in the vibronic region of the 250 K spectrum are broadened
and red-shifted relative to the 1 K spectrum due to anharmonicity
in the potential. The relatively well-defined lattice modes (ν e
250 cm-1) observed at 1 K broaden into essentially a continuum
of states at 250 K. Only one molecular vibration, the torsion
located at approximately 122 cm-1, overlaps with the lattice
phonon region. This suggests that the torsion might be an
important gateway mode for up-pumping1 of energy initially
localized in the lattice modes by shock wave excitation into
the intramolecular modes of the molecule. However, recent
simulation results for shock waves in nitromethane indicate a
more complicated situation wherein there exists a significant
dependence of the sequence of modal excitations on the relative
orientation of the molecules in the crystal and the direction of
shock wave propagation.2,3

The results in Figure 5b underscore the fact that the
vibrational normal modes involve complicated combinations of

TABLE 2: Calculated and Measured Pressure-Induced
Linear Frequency Shifts in Nitromethane Crystal (Units Are
cm-1 ·GPa-1; Mode Numbers Are the Same as for Table 1)

mode this worka Liu et al.b Citroni et al.c

1 10.7 8.2 6.2
2 9.9 6.5 6.2
3 10.0 2.7 8.7
4 4.9 3.0 4.0
5 3.1 1.1 d
6 3.8 1.0 3.9
7 2.6 1.0 2.5
8 2.4 0.6 0.7
9 2.0 1.7 3.5
10 2.8 2.0 1.4
11 3.9 4.6 3.7
12 4.8 4.6 2.7
13 0.5 0.6 3.2
14 4.7 3.7 4.5
15 9.1 d d

a SRT force field, normal-mode analysis, 2 GPa e P e 14 GPa.
b DFT, normal-mode analysis, 0 GPa e P e 12 GPa. Taken from
Table 6 of ref 50. c Experiment, estimated from ref 24 using main
peak data (where present) for 2 GPa e P e 14 GPa. Results for all
modes are based on Figure 5 (Raman spectroscopy at T ) 250 K)
except for mode 8, which is based on Figure 7 (IR spectroscopy at
T ) 298 K.). d No data reported.

Figure 4. Scalar projections between the eigenvectors for vibrational
modes for a single nitromethane molecule in the crystal at elevated
pressure with corresponding zero-pressure eigenvectors. The results
correspond to the 1 K isotherm.
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the displacements of those internal coordinates used to ap-
proximate the potential-energy function. In particular, we plot
as separate traces in Figure 5b spectra for the CN bonds (black),
NO bonds (red), CNO angles (green), and NCH angles (blue).
While not all internal coordinates contribute significantly to the
amplitude for all peaks in the spectrum (indeed, some peaks
are strongly dominated by just one or two internal coordinate
types), most internal coordinates contribute amplitude to several
of the peaks in the system. Exceptions to this are the CH bonds
and the torsional mode, none of which is shown, which
contribute significantly to the power-spectral amplitude only for
the highest and lowest frequencies, respectively. A simple
mapping of the spectrum based on Cartesian velocities (Figure
5a) onto the internal coordinate spectra in Figure 5b is not
practical, since the latter correspond to nonlinear combinations
of the Cartesian displacements, complicated even further by the
mass weighting of the velocities in the former.

E. Power Spectra at Elevated Pressure. Power spectra
based on the vibrational density of states (mass-weighted
velocities) were computed at T ) 298 K for several hydrostatic
pressures between P ) 0 and 15 GPa. The purpose of these
calculations was to assess the pressure-induced shifts and
qualitative changes in the spectra, and to make qualitative
comparisons to pressure dependencies in the experimental
infrared and Raman data. The results are shown in Figure 6;
panels a, b, and c correspond to the CN stretching mode, a CH3

deformation mode, and the NO2 asymmetric stretching mode,
respectively, as determined from the normal-mode eigenvectors

of a single molecule in the explicit crystal field (calculated as
described in section II.C). These are also the modes considered
by Citroni et al. (see Figure 6 in ref 24). In order to facilitate
comparisons to the experimental data, the widths of the intervals
in the frequency domain (i.e., abscissa intervals in Figure 6)
are approximately the same as in Figure 6 of ref 24. The specific
interval limits differ, however, because the nominal experimental
peak positions are somewhat different than the simulated ones.

CN Stretch. Comparisons of the results for the CN bond
stretch mode shown in Figure 6a and those of Figure 6a of ref
24, ν11 in both cases (see Table 1), are intriguing. In particular,
with increasing pressure, we observe in the simulation results
a split peak that exhibits a progressive blue shift in frequencies;
the higher-frequency peak shifts more rapidly with increasing
pressure. Also, the amplitude of the higher-frequency component
decreases while that for the lower-frequency component in-
creases, leading to two broad, strongly mixed peaks with roughly
equal amplitudes at the highest pressures. The experimental data
show a qualitatively similar result: as the pressure is increased,
a single peak splits into two (or, according to Citroni et al.,24 a
new one emerges) and the original peak gradually decreases in
amplitude. Note that the onset of changes in the simulated
spectra occurs at lower pressure than in the experiments and
also that experimentally the recorded IR intensity of the original
peak essentially disappears at the highest pressure, whereas in
our power spectrum calculations it is present over the entire
pressure interval studied.

CH3 Deformation. The comparison between experiment and
simulation for the CH3 deformation mode shown here in Figure
6b and in Figure 6b in ref 24, ν8 in both cases, is similarly
intriguing. Focusing on the left-hand band centered at around
1375 cm-1 in Figure 6b of ref 24, which corresponds to ν8 at
low pressures, Citroni et al. identified two peaks: a single one
at low pressure and a second one that emerges starting at 10.8
GPa. As before, the peaks blue shift somewhat as the pressure
is increased. In the simulated spectra (Figure 6b) at low pressure,
we observe one broad or possibly two closely separated peaks.
With increasing pressure, the band clearly separates into two
distinct peaks with comparable intensity. At the highest pressure,
the lower-frequency peak has greater amplitude than the higher-
frequency one, in qualitative agreement with the experimental
result. Note that in Figure 6b of ref 24 Citroni et al. also
observed what they identified as the NO2 symmetric stretch
mode and a CH3 deformation mode, ν7 and ν6, respectively,
centered around 1415 cm-1 at low pressure. While the SRT
force field predicts a pair of normal modes close to this
frequency interval, also denoted ν7 and ν6 and centered around
1430 cm-1 at low pressure, we assign both of these modes as
CH3 bending motions. Moreover, in contrast to the experimental
result (see Figure 6b of ref 24 where there are two well-defined
regions of intensity), the amplitude of these modes in the
calculated power spectra is completely overwhelmed by intensity
from ν8. Therefore, we do not attempt to make further
comparisons between ν7 and ν6 for the experimental and
simulated cases.

NO2 Asymmetric Stretch. Finally, in Figure 6c, results are
shown for the NO2 asymmetric stretch region (ν4, the right-
hand peak of the two that appear in Figure 6c); these results
should be compared to Figure 6c of ref 24. The simulated
spectrum for this case bears some similarities but also some
differences compared to the experimental result. The blue shift
in the simulation spectrum is noticeably larger than the measured
one. Also, the simulations fail to predict the pair of peaks that
emerge at lower frequencies in the experimental spectrum as

Figure 5. Power spectra of nitromethane crystal calculated using the
SRT force field: (a) spectra obtained from the mass-weighted
velocity-velocity autocorrelation function for P ) 0 GPa and T ) 1
K (black) and T ) 250 K (red); (b) spectra obtained at P ) 0 GPa and
T ) 250 K for selected internal coordinates: CN bond (black), NO
bond (red), CNO angle (green), and NCH angle (blue).
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the pressure increases. However, the regions of highest ampli-
tude in both the simulated and experimental spectra become
considerably more structured as the pressure increases; the
theoretical and experimental results at the highest pressures are
arguably similar to one another.

We reiterate that, while there are numerous similarities
between the simulated and measured spectra (peaks splitting
and emergence of new ones), the onset of significant changes
in the simulated spectra occurs at lower pressures than in the
measured ones. This point is distinct from the overall magnitudes
of blue shifts of the central peaks, which can be easily computed
from the results in Figure 3 of the present work and from Figures
5 and 7 of Citroni et al.24 The point is, in the classical
simulations, the simulated spectra first begin to broaden or split
at pressures considerably lower than in the experiments, even
if the spectral envelopes and overall blue shifts are rather similar
at the highest pressures; see the results in section III.B. Also,
perhaps unsurprisingly, the relative amplitudes of the modes
can be quite different in the classical spectra compared to the
measured ones. Indeed, the relative intensities of IR and Raman
spectra can differ significantly for the same material due to the
different mechanisms providing intensity to those spectroscopies.

F. Discussion

The results shown above raise several important and interest-
ing issues about the use of classical force fields to simulate
materials at elevated pressures. It is important to note that the
intramolecular force field used here to simulate nitromethane
was parametrized to yield agreement with the normal-mode
frequencies and eigenvectors obtained from good quality
density-functional theory electronic-structure calculations.63

Likewise, the pairwise Buckingham-plus-fixed-partial-charges
intermolecular potential is arguably the most widely used form
in molecular simulations at present, and as noted earlier, the
SRT potential has been shown by others to yield reasonably
accurate predictions of the linear and volumetric hydrostatic
compression and isobaric thermal expansion. Thus, it is useful
to probe the limitations of such a force field model for predicting
high-pressure properties at a level of detail (e.g., mode-by-mode
spectral analysis) that extends beyond what is typically con-
sidered in equation of state studies for molecular materials. This
is particularly relevant in light of the increasing use of MD to

simulate the response of complicated molecular materials to
shock wave loading.

The detailed relationships among mechanical resonance
conditions, specific modal couplings, and energy transfer in large
polyatomic molecules are not generally well understood. In
condensed-phase systems, the presence of nearly degenerate
high-frequency vibrons and large numbers of bath modes may
further complicate matters. On the basis of the results for
pressure-induced frequency shifts shown in Figure 3 and Table
2, which indicate essentially monotonic and in most cases
increasing vibrational frequencies with increasing hydrostatic
pressure, one might predict the pathways for IVR (or vibrational
relaxation more generally) not to depend strongly on pressure.
However, the results shown for the pressure-induced changes
in characters of the individual vibrational normal modes in
Figure 4, which indicate large variations from one mode to the
next, suggest that this may not be the case. Thus, it is of
considerable interest from a fundamental viewpoint to under-
stand whether, or to what extent, IVR pathways at low pressure
differ from those that exist at high hydrostatic pressure or
nonhydrostatic stress. To our knowledge, this has not been
explored previously.

Direct comparisons between measured vibrational spectra and
classical power spectra must be interpreted with caution. In
particular, even though nitromethane is an example of a
molecular system for which all 15 vibronic modes are both
infrared and Raman active,39 there is no reason to expect that
the relative intensities of the peaks in classical power spectra,
which we interpret in the traditional way as the mechanical
frequency density of some dynamical variable q(t) in the Fourier
decomposition of the motion of the dynamical system that
contains it, will necessarily agree with those measured using
either IR or Raman spectroscopy. In particular, while this
interpretation of power spectra is equally valid for quantum and
classical mechanics (assuming suitable averaging over vibra-
tional phases in the latter), the absence of quantized selection
rules and quantum mechanical oscillator strengths in classical
mechanics calls into question even the kinds of qualitative
comparisons between experimentally measured and classically
simulated spectra as were made above, let alone attempts at
quantitative comparisons.

Figure 6. Pressure-dependent power spectra obtained at T ) 298 K for particular vibrational modes studied in the experimental work by Citroni
et al.24 Left to right: (a) CN stretch (ν11); (b) CH3 umbrella region (ν8); (c) NO2 asymmetric stretch (ν4). The results in panels a, b, and c should
be compared to Figure 6a, b, and c, respectively, of Citroni et al.
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While the use of electronic-structure theory as a means of
obtaining atomic forces within an otherwise classical mechanical
treatment of the dynamics of a system (often called quantum
MD) would mitigate some of the possibly serious issues
identified above, namely, the probable need to treat polarization
or charge transfer under high pressure, or chemical reactivity
under even more extreme conditions, it would not completely
resolve the issues surrounding prediction of spectroscopy and
dynamic behavior, since the underlying methods for simulating
the time-dependent behavior of the system are still classical in
nature. Thus, even if one were to compute the Fourier transform
of the time-dependent dipole moment vector or polarizability
tensor obtained from a quantum MD simulation, the resulting
spectra would likely still differ from the measured IR or Raman
spectra due to the different distributions in phase space sampled
by the classical (MD) and quantum mechanical (experimental)
systems.

IV. Conclusions

We have performed calculations designed to assess the
accuracy of the Sorescu-Rice-Thompson63 (SRT) empirical
form atomic force field for nitromethane with respect to
pressure-dependent shifts and other changes in the vibrational
spectrum under isothermal hydrostatic compression. This in-
formation is useful in that it allows a comparatively detailed
assessment of the reliability of the forces that arise in the SRT
force field for equilibrium thermodynamic states far from normal
conditions; this new information is complementary to the large
number of preceding studies that show that the force field
accurately reproduces equilibrium structural and dynamic
properties at moderately elevated temperatures and pressures.
Normal-mode analysis was used to determine the eigenvectors
and eigenvalues (frequencies) for a single molecule in the
explicit field of the crystal on the 1 K isotherm for hydrostatic
compressions between P ) 0 and 15 GPa. The results indicate
good agreement with experimental results reported by Citroni
et al.24 for T ) 298 K and also with an electronic-structure
calculation for T ) 0 K due to Liu et al.50 Power spectra were
used to obtain the classical vibrational density of states at T )
298 K for seven pressures between atmospheric pressure and
15 GPa. Using a combination of empirical theoretical normal-
mode assignments for the SRT force field and corresponding
experimental assignments of modes, the pressure-induced
changes in three different regions in the vibrational spectrum
were compared. The simulated results for the CN stretching
mode, a CH3 deformation mode, and the NO2 asymmetric
stretching mode yielded results in reasonably good agreement
with experiment in that the blue shifts of the vibrational
fundamentals with increasing pressure were largely similar. In
fact, this was true for most of the 14 vibrational modes observed
experimentally. Moreover, the overall evolution of the intensity
for those three spectral regions is intriguingly similar in terms
of pressure-induced peak splitting or emergence of new peaks
within the spectral regions studied. While largely qualitative in
nature, overall, the results reported here further validate the
accuracy of the SRT force field parametrization for ni-
tromethane, suggesting that, within the limits of the classical
approximation and the SRT-specific restriction to unreactive
processes in nitromethane, simulations using this force field can
be expected to provide reliable information concerning detailed
dynamics for thermodynamic states far from normal conditions
of temperature and pressure.
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Anomalous hardening under shock compression in „021…-oriented
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We recently proposed that the change observed in the elastic-plastic response of !111"-oriented
cyclotrimethylene trinitramine !RDX" crystals under shock compression is caused by an anomalous
hardening that is mediated by the homogeneous nucleation of partial dislocation loops with Burgers
vector 0.16#010$ on !001" %Cawkwell et al., #J. Appl. Phys. 107, 063512 !2010"$&. The orientation
dependencies of the !001"#010$ slip system suggested that !021"-oriented RDX crystals should also
display an anomalous hardening. Molecular dynamics simulations of !021"-oriented RDX crystals
confirm that this slip system is activated at a shock pressure 1.34! P"1.54 GPa. Plate impact
experiments on !021"-oriented RDX single crystals show a two-wave elastic-plastic response at 1.0
GPa and an almost overdriven response at 2.25 GPa that is entirely consistent with the theoretical
prediction. © 2010 American Institute of Physics. #doi:10.1063/1.3485807$

The elastic-plastic response of the energetic molecular
crystal pentaerythritol tetranitrate !PETN" to shock compres-
sion was linked to its initiation sensitivity in a seminal series
of articles by Dick.1–4 During these studies it was noted that
dependence of the initiation sensitivity on the crystallo-
graphic orientation of the shock propagation direction corre-
lated strongly with the activity of dislocation slip systems. A
low Hugoniot elastic limit and low impact sensitivity were
measured when PETN single crystals were oriented such that
a shear stress was resolved on the known slip systems. Simi-
larly, the Hugoniot elastic limit and impact sensitivity were
found to be high when PETN single crystals were oriented
such that none of the known slip systems were subject to a
resolved shear stress. The mechanisms for plastic flow were
linked to the relative sizes of the Hugoniot elastic limits
whereby low and high values were attributed to the onset of
dislocation-mediated plasticity and sterically hindered shear,
respectively.

A series of shock compression experiments was per-
formed on oriented single crystals of the orthorhombic ener-
getic molecular crystal cyclotrimethylene trinitramine !RDX"
!Ref. 5" owing to the observed correlation in PETN between
impact sensitivity and the Hugoniot elastic limits.6 However,
the relative levels at which the Hugoniot elastic limits oc-
curred during plate impact experiments on !100", !210", and
!111"-oriented pristine RDX single crystals at a shock pres-
sure of 2.25 GPa did not correlate with the shear stresses
resolved on the dislocation slip systems that were known in
RDX at that time.6,7

Time-resolved interface velocity measurements from the
shock compression to 2.25 GPa of !100" and !210"-oriented
RDX single crystals showed two-wave, elastic-plastic
responses.6 However, an anomalous response was noted for

!111"-oriented crystals since the interface velocities mea-
sured at 2.25 GPa repeatably appeared to be almost over-
driven with a separation between the elastic and plastic
waves that was weakly dependent on the propagation
distance.6,8 However, two plate impact experiments where
!111"-oriented RDX single crystals were loaded to about 1.0
GPa produced a well defined elastic-plastic response.8 The
change in the elastic-plastic response of !111"-oriented RDX
single crystals between 1.0 and 2.25 GPa suggested that an
orientation- and pressure-dependent change in the mecha-
nism of plastic flow occurs within this pressure interval.

The mechanisms of plastic flow active in !111"-oriented
RDX crystals under shock compression were studied with
atomic resolution using molecular dynamics !MD"
simulations.8 Those simulations employed the nonreactive,
flexible molecular potential for nitramines that was devel-
oped by Smith and Bharadwaj.9 The simulations revealed
that at a threshold shock pressure, P!, in the interval 1.30
! P!"1.67 GPa, partial dislocation loops with Burgers vec-
tor b'0.16#010$ nucleate homogeneously on !001". The
partial dislocation loops expand rapidly to fill the shock com-
pressed material with a high density of stacking faults. In
Ref. 8, we argued that these stacking faults serve as obstacles
to the heterogeneous nucleation, glide, and multiplication of
perfect dislocations on other slip systems since !001" inter-
sects the slip planes of the perfect dislocations identified or
inferred experimentally.7,10 Thus, the homogeneous nucle-
ation of partial dislocation loops on !001" can be expected to
give rise to an anomalous plastic hardening, that is, harden-
ing that is not related to dislocation storage. The observation
from MD simulations of the change in the mechanism of
plastic flow in !111"-oriented RDX crystals in the interval
1.30! P!"1.67 GPa agreed quantitatively with the changes
seen experimentally in the interface velocity histories mea-
sured at 1.24 and 2.25 GPa.
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The activity of the !001"#010$ slip system in RDX is
dependent on both the strength and the crystallographic ori-
entation of the shock. Our earlier work showed that the de-
pendence on orientation of the slip system is determined by
the shear stress resolved on the slip plane parallel to the
Burgers vector and by the magnitude of the compressive
stress acting normal to the slip plane.8 Calculations of the
#-surface11 showed that the stacking fault on !001" is ren-
dered metastable by a stress-induced change in the confor-
mation of the three nitro groups in the RDX molecule with
respect to the mean plane of the triazine ring from two nitro
groups oriented axially and one equatorially !AAE" to one
oriented axially and two equatorially !AEE".8

Based on our understanding of the stresses required to
activate the !001"#010$ slip system, we predicted that im-
pacts above a critical pressure on !021"-oriented crystals
would result in an anomalous hardening response that is
identical to that seen for impacts on !111"-oriented crystals.
As a preliminary test of our prediction we performed a series
of MD simulations of the propagation of shock waves nor-
mal to !021" using exactly the same methods as described in
Ref. 8. These simulations employed a simulation cell con-
taining 926 688 atoms that measured 93.8027 Å, 96.6718 Å,
and 1000 Å parallel to the mutually perpendicular #100$,
#01̄2$, and #0!2c2 /b2"1$ directions, respectively, where the
latter direction is perpendicular to !021", and b and c are the
lattice parameters of RDX parallel to #010$ and #001$, re-
spectively. Simulations were performed with impact veloci-
ties, Up, equal to 200, 225, 250, 300, and 500 m s−1 which
led to shock pressures, P, equal to 1.34, 1.54, 1.74, 2.15, and
3.90 GPa, respectively. The MD trajectories computed in
each simulation were analyzed to determine locations of
stacking faults on !001" by computing for every molecule the
conformation of the nitro groups with respect to the mean
plane of the ring as in Refs. 8 and 12. These analyses showed
that partial dislocation loops did not nucleate homogeneously
at 1.34 GPa over the 24 ps duration of the simulation. How-
ever, shocks with P$1.54 GPa led to the homogeneous
nucleation and expansion of partial dislocation loops on
!001" in accord with our simulations of !111"-oriented RDX
crystals.8 The location of molecules that have changed con-
formation from AAE to AEE during simulations at 1.54 and
2.15 GPa are presented in Figs. 1!a" and 1!b", respectively.

The predicted threshold shock pressure for the homoge-
neous nucleation of partial dislocation loops in !021"-
oriented RDX crystals lies in the interval 1.34! P!

"1.54 GPa. Thus, based on earlier experimental work and
the model developed in Ref. 8, we expect to see an anoma-

lous hardening response in !021"-oriented crystals shock
loaded to pressures in excess of this threshold. We have com-
pleted a series of flyer-plate-driven shock compression ex-
periments on !021"-oriented RDX single crystals at shock
pressures of 1.0 and 2.25 GPa in order to assess the predic-
tions of the anomalous hardening model.

The flyer-plate impact experiments employed solution-
grown RDX single crystals that were sectioned and polished
to give broad, flat !021" surfaces. The processes used to pre-
pare suitable crystals have been described in detail
elsewhere.6,10 The RDX crystals were mounted in a target
assembly that enabled velocity interferometry system for any
reflector !VISAR" measurements of the velocity of a RDX/
window interface during the passage of a shock. The target
assemblies for the 1.0 and 2.25 GPa shots used x-cut quartz
and Kel-F-81 anvils, respectively, to transmit a sharp shock
from the flyer-plate into the RDX crystal and poly!methyl-
methacrylate" VISAR windows. We have employed the same
window material in the shots at 1.0 and 2.25 GPa to mini-
mize the possibility that the features in the VISAR traces that
we ascribe to anomalous hardening are in reality an artifact
of the choice of the window material. The targets were
loaded in a single-stage light-gas gun and coupled to a VISAR

apparatus whose characteristics were described in Ref. 6.
Two shots were performed at a shock pressure of about

1.0 GPa using crystals of thickness 0.99 and 1.93 mm. The
corresponding VISAR traces are presented in Fig. 2!a". These
traces are indicative of a “normal” two-wave elastic-plastic
response where the velocity of the elastic precursor is sig-
nificantly greater than that of the plastic wave. Two shots
were performed at a shock pressure of about 2.25 GPa using

FIG. 1. Snapshots from MD simulations of shock loading at the instant of maximum compression. Only the centers of mass of those molecules with the AEE
conformation are depicted. !a" P=1.54 GPa and !b" P=2.15 GPa.
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crystals of thickness 0.94 and 1.93 mm. The corresponding
VISAR traces are presented in Fig. 2!b". These VISAR traces
are qualitatively distinct from those measured at 1.0 GPa
since the velocities of elastic and plastic waves appear to be
almost identical. The VISAR apparatus resolves a single rise
in the interface velocity from the 0.94 mm thick crystal and
a small deviation in the rise of interface velocity at about
150 m s−1 in the 1.93 mm thick crystal.

The interface velocity histories measured during the
shock compression of !021"-oriented RDX crystals of two
different thicknesses at 1.0 and 2.25 GPa are entirely consis-
tent with the predictions of the anomalous hardening model.
The shots at 1.0 GPa correspond to a stress state that is
below the threshold required for the activation of the
!001"#010$ slip system. While the crystals are oriented such
that there is a significant shear stress resolved on the slip
plane parallel to #010$, the pressure normal to the slip plane
is evidently not sufficient to drive the change in molecular
conformation that renders the stacking fault metastable.
Hence, at 1.0 GPa perfect dislocations that nucleate hetero-
geneously are responsible for the relatively slow plastic
wave. On the other hand, the pressure resolved normal to
!001" during shocks with P'2.25 GPa is sufficient to drive
the change in molecular conformation that renders the stack-
ing fault metastable. Once this criterion is satisfied, partial
dislocation loops nucleate homogeneously and expand rap-
idly to produce an anomalous hardening. Our earlier work
showed that the partial dislocation loops nucleate in bursts at
a distance behind the elastic shock front that depends on its
peak pressure.8 Hence, our model also accounts for the ob-
servation that a single wave structure was measured for the
0.94 mm thick crystal while a deviation in the initial rise of
the interface velocity was measured in the 1.93 mm thick
crystal. Over an additional propagation distance of 0.99 mm
the peak stress of the elastic precursor decays to the level for
which the mean distance between the precursor and the lo-
cation of the homogeneous nucleation events becomes suffi-
ciently large to be resolved by our VISAR apparatus. More-
over, the threshold shock pressures for the activation of the
!001"#010$ slip system predicted by our MD simulations and
measured experimentally are in concurrence.

A mechanism other than dislocation-mediated anoma-
lous hardening could, in principle, give rise to the abrupt
changes in elastic-plastic response of !111" and !021"-
oriented crystals between 1.0 and 2.25 GPa. Anomalous
hardening requires that a compressive deviatoric stress acts
parallel to #001$. However, this stress state could also drive a
phase transformation from the % to the # polymorph of RDX

!Refs. 13 and 14" whose effects on the elastic-plastic re-
sponse could be indistinguishable from those we ascribe to
anomalous hardening. It is well established that the % to #
phase transformation occurs under hydrostatic pressure at
about 3.9 GPa but since the transformation results in a col-
lapse of the lattice parallel to the #001$ direction of the parent
phase,13,15 it is not unreasonable to assume that it can be
promoted under shock compression by a deviatoric stress
acting normal to !001". However, Patterson et al.16 using
oriented RDX single crystals and in situ Raman spectroscopy
have shown that the shock pressure required for the % to #
phase transformation is fairly isotropic and is between 3.5
and 4.5 GPa even in !111"-oriented crystals. Hence, based on
this evidence it is unlikely that the behavior we have mea-
sured for !111" and !021"-oriented crystals can be attributed
to a phase transformation rather than dislocation-mediated
anomalous hardening.

This work was supported by LANL Laboratory Directed
Research and Development funds. The explosive crystal
laboratory is supported by the National Nuclear Security Ad-
ministration, Science Campaign 2. T.D.S. acknowledges sup-
port from the U.S. Army Research Office under Grant No.
W911NF-05-1-265.

1J. J. Dick, Appl. Phys. Lett. 44, 859 !1984".
2J. J. Dick, R. N. Mulford, W. J. Spenser, D. R. Pettit, E. Garcia, and D. C.
Shaw, J. Appl. Phys. 70, 3572 !1991".

3J. J. Dick and J. P. Ritchie, J. Appl. Phys. 76, 2726 !1994".
4J. J. Dick, J. Appl. Phys. 81, 601 !1997".
5C. S. Choi and E. Prince, Acta Crystallogr., Sect. B: Struct. Crystallogr.
Cryst. Chem. 28, 2857 !1972".

6D. E. Hooks, K. J. Ramos, and A. R. Martinez, J. Appl. Phys. 100, 024908
!2006".

7H. G. Gallagher, P. J. Halfpenny, J. C. Miller, and J. N. Sherwood, Philos.
Trans. R. Soc. London, Ser. A 339, 293 !1992".

8M. J. Cawkwell, K. J. Ramos, D. E. Hooks, and T. D. Sewell, J. Appl.
Phys. 107, 063512 !2010".

9G. D. Smith and R. K. Bharadwaj, J. Phys. Chem. B 103, 3570 !1999".
10K. J. Ramos, D. E. Hooks, and D. F. Bahr, Philos. Mag. 89, 2381 !2009".
11V. Vítek, Philos. Mag. 18, 773 !1968".
12M. J. Cawkwell, T. D. Sewell, L. Q. Zheng, and D. L. Thompson, Phys.

Rev. B 78, 014107 !2008".
13B. Olinger, B. Roof, and H. Cady, Comportement des Milieux Denses sous

Hautes Pressions Dynamiques !Commissariat a l’Energie Atomique, Paris,
1978", p. 3.

14J. A. Ciezak, T. A. Jenkins, Z. Liu, and R. J. Hemley, J. Phys. Chem. A
111, 59 !2007".

15A. J. Davidson, I. D. H. Oswald, D. J. Francis, A. R. Lennie, W. G.
Marshall, D. I. A. Millar, C. R. Pulham, J. E. Warren, and A. S. Cumming,
Cryst. Eng. Comm. 10, 162 !2008".

16J. E. Patterson, Z. A. Dreger, and Y. M. Gupta, J. Phys. Chem. B 111,
10897 !2007".

066105-3 Ramos et al. J. Appl. Phys. 108, 066105 "2010!

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp



THE JOURNAL OF CHEMICAL PHYSICS 134, 124506 (2011)

Molecular dynamics simulations of shock waves in oriented
nitromethane single crystals

Lan He, Thomas D. Sewell,a) and Donald L. Thompsonb)

Department of Chemistry, University of Missouri-Columbia, Columbia, Missouri 65211-7600, USA

(Received 8 December 2010; accepted 11 February 2011; published online 25 March 2011)

The structural relaxation of crystalline nitromethane initially at T = 200 K subjected to moderate
(∼15 GPa) supported shocks on the (100), (010), and (001) crystal planes has been studied us-
ing microcanonical molecular dynamics with the nonreactive Sorescu–Rice–Thompson force field
[D. C. Sorescu, B. M. Rice, and D. L. Thompson, J. Phys. Chem. B 104, 8406 (2000)]. The responses
to the shocks were determined by monitoring the mass density, the intermolecular, intramolecu-
lar, and total temperatures (average kinetic energies), the partitioning of total kinetic energy among
Cartesian directions, the radial distribution functions for directions perpendicular to those of shock
propagation, the mean-square displacements in directions perpendicular to those of shock propaga-
tion, and the time dependence of molecular rotational relaxation as a function of time. The results
show that the mechanical response of crystalline nitromethane strongly depends on the orientation of
the shock wave. Shocks propagating along [100] and [001] result in translational disordering in some
crystal planes but not in others, a phenomenon that we refer to as plane-specific disordering; whereas
for [010] the shock-induced stresses are relieved by a complicated structural rearrangement that leads
to a paracrystalline structure. The plane-specific translational disordering is more complete by the end
of the simulations (∼6 ps) for shock propagation along [001] than along [100]. Transient excitation
of the intermolecular degrees of freedom occurs in the immediate vicinity of the shock front for all
three orientations; the effect is most pronounced for the [010] shock. In all three cases excitation of
molecular vibrations occurs more slowly than the intermolecular excitation. The intermolecular and
intramolecular temperatures are nearly equal by the end of the simulations, with 400–500 K of net
shock heating. Results for two-dimensional mean-square molecular center-of-mass displacements,
calculated as a function of time since shock wave passage in planes perpendicular to the direction
of shock propagation, show that the molecular translational mobility in the picoseconds following
shock wave passage is greatest for [001] and least for the [010] case. In all cases the root-mean-
square center-of-mass displacement is small compared to the molecular diameter of nitromethane on
the time scale of the simulations. The calculated time scales for the approach to thermal equilibrium
are generally consistent with the predictions of a recent theoretical analysis due to Hooper [J. Chem.
Phys. 132, 014507 (2010)]. © 2011 American Institute of Physics. [doi:10.1063/1.3561397]

I. INTRODUCTION

Organic solids subjected to shock compression undergo
a variety of physical and chemical changes.1–12 Shocks in en-
ergetic organic solids can induce complicated molecular and
crystal transformations1–3 or chemical reactions,4–7 which
can lead to deflagration or detonation.8–12 Various experi-
mental, computational, and theoretical approaches are being
used to increase the level of understanding of the physical
and chemical processes that occur in shocked materials.13–19

Detecting these processes at the molecular level in experi-
ments is highly challenging due to the complicated nature
of the materials, the short time and space scales involved
in shock-induced processes, and the large optical density
of shocked organic materials in the spectral windows of
interest.

a)Electronic mail: sewellt@missouri.edu.
b)Electronic mail: thompsondon@missouri.edu.

Experimental studies of the shock response of oriented
pentaerythritol tetranitrate (PETN) single crystals by Dick
and co-workers20–24 have shown that shock compression
along different crystallographic directions leads to large
differences in the initiation sensitivity. Dick et al.20 proposed
a steric hindrance model for shock initiation sensitivity of
energetic materials to explain this. In this model, shock ori-
entations for which there are resolved shear stresses on active
crystal slip systems lead to relatively weak hindered plastic
deformation and consequently high initiation thresholds
(low initiation sensitivity); whereas orientations for which
there is no resolved shear stress on any active crystal slip
system lead to a material in which shear stresses cannot be
relaxed by dislocations, therefore leading to low initiation
thresholds (high initiation sensitivity). Predictions of the
steric hindrance model for PETN crystal are consistent with
the experiment: Shock compression along the most sensitive
direction ([110]) results in hindered shear on an active slip
plane, whereas no such hindrance occurs for shocks along
the least sensitive direction [100].

0021-9606/2011/134(12)/124506/13/$30.00 © 2011 American Institute of Physics134, 124506-1
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Patterson et al.25 used Raman spectroscopy to determine
whether the orientation-dependent shock response observed
for PETN also exists for single crystals of hexahydro-1,3,5-
trinitro-s-triazine (RDX). Their results25 showed that shock
compression on the (111), (210), and (100) planes in single-
crystal RDX led to the α − γ solid–solid phase transition,
with no apparent orientation dependence in behavior for
shock pressures up to 5.5 GPa. Computational studies of
the shock response of the single-crystal RDX have shown
nucleation and growth of nanoscale shear bands for shocks
propagating along [100],26, 27 homogeneous nucleation and
growth of metastable stacking faults for shock loading on
the (111) (Ref. 28) and (021) (Ref. 29) planes, and possibly,
the polymorphic α − γ phase transition for shocks directed
along [001].27

These experimental and computational results illustrate
the importance of understanding the fundamental effects
of shocks on organic crystals. We think that much can be
learned from in-depth studies of crystals of simpler molecules
such as nitromethane, which is a prototypical explosive and
is useful for experimental and theoretical studies designed
to understand fundamental behaviors in energetic materials.
There have been numerous experimental, computational,
and theoretical studies of nitromethane. Dick30 predicted
an anisotropic shock initiation threshold in crystalline
nitromethane on the basis of the steric hindrance model.
This possibility has not been investigated experimentally
because nitromethane is a liquid at room temperature and
atmospheric pressure. Indeed, we are unaware of any ex-
perimental determinations of the shock Hugoniot locus for
solid nitromethane. Siavosh-Haghighi et al.31 and Dawes
et al.32 used molecular dynamics (MD) simulations with the
vibrationally accurate, nonreactive Sorescu–Rice–Thompson
(SRT) force field33, 34 to investigate structural relaxation and
energy partitioning among molecular degrees of freedom for
crystalline nitromethane shocked along [100] at two initial
temperatures (50 and 200 K) and shock pressures of about 3,
7, 17, and 31 GPa, with small differences depending on the
initial temperature. Their results predict that melting occurs
on short time scales (4 ps or less) when a moderately strong
shock (P ≥ 16.9 GPa) is applied.

The focus of the present study is to characterize the
differences in mechanical and thermal responses to supported
shock waves in oriented nitromethane single crystals by
performing MD simulations with same nonreactive force
field used by Siavosh-Haghighi et al.31 and Dawes et al.32 for
shock wave propagations along the [100], [010], and [001]
crystal directions. The initial temperature was 200 K. The
impact speed was 2.0 km s−1, which corresponds to a shock
pressure of approximately 15 GPa. We monitored spatially
and temporally resolved single- and multiparticle properties
prior to and following shock wave excitation by using a
moving observation frame centered on the shock front that
resolves the thermo-physical and geometric changes induced
by the shocks.

The computational and analysis methods are described
in Sec. II, the results are presented and discussed in
Sec. III, and a summary and conclusions are given in
Sec. IV.

II. METHODS

A. Force field

The flexible-molecule SRT force field33, 34 was used
to describe the intra- and intermolecular interactions in
nitromethane. Several studies have shown that this force field
accurately reproduces the static and dynamic properties of
both liquid and crystalline nitromethane.35–40 In the SRT
force field interactions between covalently bonded atoms are
described by Morse potentials, three-center bending interac-
tions by quadratic functions, and four-center out-of-plane and
dihedral interactions by cosine functions. Nonbonded inter-
actions, which apply only to atoms in different molecules be-
cause 1–4 nonbonded interactions (i.e., intramolecular H· · ·O
in nitromethane) are not included in SRT, are described using
a Buckingham-plus-charge model with fixed partial charges
centered on the nuclei. We have made one minor modification
to the SRT force field. Specifically, whereas in the original
SRT model each hydrogen and oxygen atom was assigned
a slightly different charge based on a gas-phase quantum
chemistry calculation of partial atomic charges using the
geometry of a nitromethane molecule in the crystal, here we
have used a single value (the arithmetic average) of the charge
on each type of atom. We refer to this modified SRT model as
SRT-〈q〉.

B. Computational details

The crystal structure of nitromethane at atmospheric
pressure is known from x-ray single crystal (T = 228 K)
and neutron powder (T = 4.2 and 78 K) diffraction data.41, 42

It belongs to the orthorhombic space group P212121 with
four molecules per unit cell. The simulations were per-
formed for a preshock temperature T = 200 K. The lattice
parameters for this thermodynamic state were calculated
for the SRT-〈q〉 model using isothermal–isobaric (NPT) MD
with the Nosé–Hoover thermostat–barostat algorithm43, 44 as
implemented in the LAMMPS (Ref. 45) code. As shown in
Table I, those lattice parameters agree well with previous
simulation results33 using the original SRT force field, yield-
ing a nominal preshock density ρ = 1222 kg m−3. We have
used these calculated lattice parameters in all the simulations
reported here.

Figure 1 illustrates a simulation in progress. A thermal-
ized crystal of flexible nitromethane molecules (blue and
green regions in Fig. 1) was impacted with speed up onto a
stationary, rigid piston (tan region in Fig. 1) of crystalline
nitromethane with the same crystallographic orientation as

TABLE I. Lattice parameters of nitromethane at T = 200 K and P
= 1 atm.

a (Å) b (Å) c (Å) Source

5.2438 6.4970 8.8984 Present worka

5.2452 6.5167 8.8808 Sorescu et al.b

aCalculated from NPT-MD simulations using the SRT-〈q〉 force field.
bTaken from Sorescu et al., Ref. 37; calculated from NPT-MD simulations using the
SRT force field as described in Ref. 33.
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FIG. 1. Schematic diagram of the approach used to generate shock waves.
The leftmost (tan) region is the stationary piston comprised of rigid
molecules. A slab containing flexible molecules (blue and green regions)
equilibrated to 200 K impacts with speed up from the right onto the station-
ary piston. The interface between the postshock material (blue region) and the
preshock material (green region) is the shock front position (solid red line)
that advances at shock velocity us from left to right.

the flexible slab to generate a supported shock wave in the
flexible slab. There is a vacant space (white region in
Fig. 1) to minimize electrostatic interactions between the
two interfaces. Three-dimensional (3D) periodic simulation
cells were constructed by replicating the unit cell geometry
by repeat factors of 80a × 8b × 6c, 20a × 65b × 12c, and
10a × 8b × 48c (15 360, 62 400, and 15 360 molecules,
respectively) for simulating shocks propagating along [100],
[010], and [001], respectively; these include the pistons,
which are, respectively, of dimensions 5a × 8b × 6c, 20a
× 4b × 12c, and 10a × 8b × 3c. The larger cell size used for
the [010] case was employed to avoid finite-size effects. The
length of the vacant region was chosen such that the total cell
length parallel to the shock propagation direction was 1000
Å in all cases. The crystal structure of nitromethane is such
that one can define molecular layers perpendicular to the
three shock directions considered here; see Fig. 2. There are
96, 480, and 80 molecules per layer perpendicular to [100],
[010], and [001], respectively, and 160, 131, and 192 layers
in the respective initial simulation cells (including the piston
regions).

Prior to shock loading, isothermal–isochoric (NVT) equi-
librations were carried out at T = 200 K for 80 000 time
steps using velocity Verlet46 integration with a time step of

FIG. 2. Nitromethane crystal structure and the definition of molecular layers
used in the analysis of the MD results. (a) Initial configuration of the piston
for the [100] shock simulation; the 96 molecules between the two dashed
lines comprise one molecular layer. (b) Initial configuration of the piston for
the [010] shock simulation; only one-half of the vertical size of the 20a × 65b
× 12c system studied is shown; the 240 molecules between the two dashed
lines comprise one molecular layer (480 molecules in the full-size sample).
(c) Initial configuration of the piston for the [001] shock simulation; the 80
molecules between the two dashed lines comprise one molecular layer.

0.75 fs. The piston region was included in the equilibra-
tion. In order to eliminate breathing motions along the shock
direction that result from sudden introduction of free surfaces
when the vacant space is added at the end of the crystal (see
Fig. 1), new velocities sampled from a Maxwell distribution
were assigned to the atoms every 4000th step during the first
40 000 time steps of equilibration, with velocity rescaling ev-
ery ten time steps to yield an instantaneous average kinetic
energy corresponding to 200 K. The final 40 000 time steps
of the NVT equilibration were performed using the Nosé–
Hoover thermostat47, 48 with a relaxation constant of 150 fs.
The resulting amplitudes of the breathing motion of the crys-
tal and calculated components of the stress tensor are small;
the breathing amplitude is less than 0.5% and the average val-
ues for the largest diagonal and off-diagonal stress compo-
nents are approximately 20 and 5 bars, respectively, indicat-
ing that the systems are well equilibrated prior to the shock
excitation.

Starting from the final phase space points of the equi-
libration runs, simulations of supported planar shock waves
propagating along [100], [010], and [001] were performed
in the microcanonical (NVE) ensemble. This was accom-
plished by setting to zero, and holding at zero, all veloc-
ity components of the atoms comprising the piston and
adding impact speed up = 2.0 km s−1 parallel to the di-
rection of shock propagation to the atoms in the flex-
ible slab. This value of the impact speed was chosen
to allow direct comparisons to the results of our earlier
study of shock-induced melting for shock propagation along
[100].31 The velocity Verlet algorithm was used with a step
size of 0.1 fs for the NVE simulations. Cartesian posi-
tions and velocities were saved every 4 fs for subsequent
analysis.

The particle–particle particle–mesh (PPPM) (Ref. 49)
method available in LAMMPS was used to evaluate the
Coulomb and dispersion interactions. Nonbonded repulsive
interactions and the real-space part of the Coulomb and dis-
persion terms were shifted smoothly to zero at a cutoff dis-
tance of 11.0 Å.

C. Analysis of simulation results

Molecular layers perpendicular to the [100], [010], and
[001] crystal directions, which correspond to the x, y, and
z axes, respectively, in the chosen laboratory frame (see
Fig. 2) were used to track the position of the shock front dur-
ing shock propagation by monitoring the time dependencies
of (1) the center-of-mass position (CMP) for each layer along
the shock direction and (2) the layer with the maximum gra-
dient of kinetic energy. Figure 3 shows, for shocking along
[010], the relationship between layer center-of-mass positions
(CMPy, where the subscript denotes the shock direction) and
time for 12 evenly spaced molecular layers [see Fig. 3(a)] and
the corresponding result based on the maximum gradient of
kinetic energy [(K′

y)max] criterion [see Fig. 3(b)]. The locus
of points where the slopes of the individual CMP layer trajec-
tories change defines the trajectory of the shock front (dashed
line). Material within ten molecular layers of either end of
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FIG. 3. (a) Center-of-mass position for each layer along the shock direction
[010] (CMPy) as a function of the time during shock propagation (solid lines).
The dashed line connecting shock front positions as time evolves tracks the
shock trajectory in the y–t plane; the CMPy velocity is uc. The numbers 21,
31, 51, 111, and 121 denote specific layer numbers. (b) Layers with the max-
imum gradient of kinetic energy [(K′

y)max] plotted as a function of time. The
calculation of the maximum gradient of the kinetic energy for each layer is
the same as described in Ref. 31.

the flexible slab was excluded from this analysis to mini-
mize possible artifacts due to the rigid piston on one end and
the free surface on the other. The velocity of the shock front
using the center-of-mass position criterion is the sum of the
CMP velocity uc and impact speed |up|. The two approaches
yield essentially identical results; for example, us = 6.193
± 0.003 km s−1 for the [010] case determined from the CMP
layer trajectories and us = 6.192 ± 0.002 km s−1 for the
same case using the maximum gradient of kinetic energy
criterion.

As shown in Fig. 3 the shock velocity is essentially con-
stant, and therefore, the instantaneous position of the shock
front defines a convenient time and space origin for analysis
of properties as the shock wave moves through the simulation
cell. Transforming the raw data from the laboratory frame into
the translating reference frame centered on the shock front
allows averaging over the resulting equivalent spatial (and
temporal) origins in the transformed frame; this yields sig-
nificantly improved precision in the analysis. To accomplish

FIG. 4. Schematic diagram of the approach used to define fixed-volume
bins for trajectory analysis. In the laboratory frame the spatial origin for the
bins translates linearly to the right with time, so as to remain stationary in
the reference frame centered on the shock front. The width of the bins �λ is
constant. Bins for postshock and preshock materials are labeled by negative
and positive integers, respectively; the bin that contains the shock front at
any given instant in time is denoted bin 1. The number of postshock [No(t)]
and preshock [Nr(t)] bins increases and decreases, respectively, with time
t. The total number of bins Nb(t) = No(t) + Nr(t) decreases linearly in time
due to compression of the flexible slab as the shock wave advances through
the material. Bins, or partial bins, at least 14 Å from either end of the flexible
slab (denoted by crosses in the left-most and right-most bins in the figure)
are excluded from the analysis of properties.

this transformation we used fixed-width rectilinear bins (and
therefore fixed-volume rectilinear bins because the transverse
simulation cell lengths are fixed) centered on and moving
with the shock front. Specifically, at any given instant in time
the material in the flexible slab is divided into Nb(t) = No(t)
+ Nr(t) bins of width �λ along the shock direction, where
No(t) and Nr(t) are the numbers of postshock and preshock
bins, respectively, at time t, and the product Nb(t)�λ is ap-
proximately equal to but less than the length of the flexible
slab along the shock direction. Material within at least 14 Å
of either end of the flexible slab was excluded from the anal-
ysis of properties (except the shock velocity which was dis-
cussed above) to minimize possible artifacts due to the rigid
piston on one end and free surface on the other. The label-
ing scheme used for the bins is illustrated in Fig. 4. Pos-
itive and negative integers denote preshock and postshock
bins, respectively: the bin containing the shock front posi-
tion at any instant in time is always denoted bin 1; there is no
bin 0. The value of Nb(t) required to span the flexible slab
decreases with time due to shock compression; the numbers
of postshock [No(t)] and preshock [Nr(t)] bins increase and
decrease, respectively, as the shock front advances through
the material. Because the bins are of fixed volume and de-
fined relative to the shock front position, material flows into
and out of the bins as the simulation proceeds. The shock
front spent an average of 44, 56, and 36 fs in any given
bin for shock propagation along [100], [010], and [001], re-
spectively. Thus, given the 4 fs sampling interval, simula-
tion results in a given bin were averaged over 11, 14, and
9 4-fs time intervals for the [100], [010], and [001] shocks,
respectively.

Note that the same spatial origin obtained when the shock
front first reached a given molecular layer in the crystal (based
on the analysis discussed in connection with Fig. 3) was
used to define the fixed-volume bins for the entire time when
the shock front was in that layer (44, 56, and 36 fs on av-
erage for the [100], [010], and [001] shocks, respectively).
When the shock front was determined to have advanced from
one molecular layer into the next, the fixed-volume bins
were remapped. For this reason the preshock and short-time
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TABLE II. Shock velocity, pressure, and temperature for shocks along [100], [010], and [001].a

[100] [010] [001]

Shock velocity us (km s−1) 6.253 ± 0.006 6.193 ± 0.003 6.299 ± 0.009
Shock pressure Ps (GPa) 15.27 15.12 15.39
Tinter/Tintra/Ttotal (K) (at 50 ± 1 Å behind the shock front) 782 ± 2 865 ± 1 794 ± 2

493 ± 1 556 ± 1 485 ± 1
534 ± 1 600 ± 1 529 ± 1

Tinter/Tintra/Ttotal (K) (at 100 ± 1 Å behind the shock front) 695 ± 2 756 ± 1 735 ± 2
545 ± 1 603 ± 1 551 ± 2
566 ± 1 625 ± 1 577 ± 2

Tinter/Tintra/Ttotal (K) (at 200 ± 1 Å behind the shock front) 659 ± 3 679 ± 2 680 ± 3
610 ± 2 640 ± 1 637 ± 2
617 ± 2 646 ± 1 643 ± 2

aInitial temperature 200 K and impact speed 2.0 km s−1.

postshock mass densities exhibit considerable size depen-
dence for bin widths less than the unit cell lattice parameter
parallel to a given direction of shock propagation; other prop-
erties discussed below were unaffected.

III. RESULTS

A. Shock velocity and shock pressure

The shock velocities us obtained for 2.0 km s−1 impacts
at an initial temperature of 200 K for shock waves propagat-
ing parallel to [100], [010], and [001] are given in Table II.
The values of the shock velocities in the table were obtained
using the CMP layer trajectory analysis discussed in Sec. II C.
Error bars in Table II and elsewhere correspond to one stan-
dard deviation of the mean. The value of us for the [001]
shock is higher than that for the other two directions. How-
ever, the fastest shock velocity is only 1.76% larger than the
slowest one. For the conditions and orientations considered,
the shock velocity in nitromethane is not very sensitive to the
crystal orientation. Shock pressures Ps for the three orienta-
tions, calculated from the Rankine–Hugoniot jump relation Ps

= ρ0usup,50 are given in Table II. The values range from 15.12
to 15.39 GPa.

The calculated shock velocity us = 6.253 km s−1

for the [100] shock differs by 5.41% from the value us

= 6.61 km s−1 reported by Siavosh-Haghighi et al.31 There
are three differences between the present study and those of
Siavosh-Haghighi et al. that could account for the discrep-
ancy. In the present study we used the SRT-〈q〉 force field
with dispersion interactions evaluated using the PPPM algo-
rithm, which evaluates R−6 terms directly rather than using
a cutoff; however, we do not think that these two differences
would affect the shock velocity enough to account for the
difference. The third difference is that Siavosh-Haghighi
et al. used initial density ρ0 = 1280 kg m−3 (based on
measured lattice parameters at 228 K) rather than 1222 kg
m−3, which is the value predicted by the SRT-〈q〉 force
field at 200 K and 1 atm. Indeed, a shock simulation using
the SRT force field at the same initial density as in the
Siavosh-Haghighi et al. simulations yields a shock velocity us

= 6.623 km s−1, which agrees with their value to within the

∼±0.006 km s−1 estimated precision for the shock velocity
in our calculations.

B. Qualitative features of the shocked states

Figure 5 contains projection views of molecular centers
of mass along the [010], [001], and [100] directions at the
instants of maximum compression (that is, when the shock
front reached the right-hand end of the flexible slab) for, re-
spectively, shock propagation along [100], [010], and [001]
[panels (a), (c), and (e), respectively]. It is evident that the
postshock structures for the [100] and [001] shocks [Figs. 5(a)
and 5(e), respectively] are quite distinct from those obtained
for the [010] shock [Figs. 5(c) and 5(d)]. The postshock ma-
terial viewed along different directions [as shown in panels
(c) and (d) of Fig. 5] for the [010] case retains some medium-
range order that is similar to that of a paracrystal,51 whereas
for the [100] and [001] cases [see Figs. 5(a) and 5(e), respec-
tively], the shocked material appears to lose nearly all crys-
tal order for distances sufficiently far behind the shock front.
Thus, in contrast to the observation for shock velocity and
shock pressure, the effects of shock orientation are signifi-
cant. Note that the onset of translational disordering occurs
more quickly (i.e., at shorter distances behind the shock front)
for the [100] shock than for the [001] one [as shown in pan-
els (a) and (e) of Fig. 5, respectively]. However, in neither
case is there complete disordering on the ∼6 ps time scale
of the simulations. This is clear from the results shown in
Figs. 5(b) and 5(f). Figure 5(b) is a view of the [100] shock
where the molecular centers of mass are projected along
[001]. It is obvious that considerable translational order still
exists in the plane of the page even for material that has been
in the shocked state for the longest time. Figure 5(f) is similar
to Fig. 5(b), except that the [001] shock is shown following
a counterclockwise rotation of 50◦ about the [001] axis rel-
ative to the projection shown in Fig. 5(e). Although for this
case there appears to be less translational order for the ma-
terial that has been in the shocked state for the longest time,
it is apparent that the material has not disordered completely.
Note that this is distinct from the behavior of plastic crystals.
We refer to this as plane-specific translational disordering. It
is reasonable to expect that similar plane-specific behaviors
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FIG. 5. Projections of snapshots of molecular centers of mass for the three
shock simulations studied at the respective instants of maximum compres-
sion. Projections along (a) [010] for the [100] shock; (b) [001] for the [100]
shock; (c) [001] for the [010] shock; (d) [100] for the [010] shock; (e) [100]
for the [001] shock; and (f) [100] followed by a counterclockwise rotation
of 50◦ around the direction [001] for the [001] shock. The bottom abscissa
is the distance from the shock front and the top abscissa is the time since
the passage of the shock front. The regions to the left of the yellow lines
are the fixed pistons; the red solid lines denote the instantaneous shock front
positions at the ends of the simulations. The black dashed lines mark the ap-
proximate postshock times at which the 2D RDFs shown in Fig. 9 converge
to essentially stable values for the [100] and [001] shocks.

might also exist for orientational or intramolecular relaxation
and should be investigated for this and other crystals because
of their possible relevance to the physical and chemical pro-
cesses that occur under high shock loading.

C. Density

The mass density was computed as a function of dis-
tance from the shock front using the moving fixed-volume
binning approach discussed in Sec. II C and illustrated in Fig.
4. Averaging over equivalent time origins was performed to
improve the precision. Plots of the mass density as a func-

(a)

(b)

FIG. 6. The mass density as a function of distance from the shock front (bot-
tom abscissa) and time since shock passage (top abscissa). (a) Results for bin
widths �λ set equal to the unit cell parameters (a, b, and c for the [100], [010]
and [001] shock directions, respectively); and (b) as in (a) except that �λ

= 2.0 Å for all three cases. Shocked material is associated with negative val-
ues for the position and positive values for time; the time is calculated based
on the shock velocity in the [100] case, which is only slightly different from
those for the [010] and [001] cases since the shock velocities for all three
cases are very similar (see Table II).

tion of distance from the shock front are shown in Fig. 6
for two different values of the bin width �λ for the [100],
[010], and [001] shock simulations (shown as green, magenta,
and black curves, respectively). The time since the passage
of the shock front is shown on the top abscissa. The time
in all three cases was calculated by assuming the shock ve-
locity of the [100] case, which is only slightly different than
those for the [010] and [001] cases, as shown by the results in
Table II.
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The results shown in Fig. 6(a) were obtained by setting
the bin widths �λ equal to the corresponding T = 200 K unit
cell lattice parameters a, b, and c (see Table I) along the re-
spective shock propagation directions and those in Fig. 6(b)
by setting �λ = 2.0 Å, the value used for all other prop-
erty calculations. With the exception of the mass density the
calculated properties are relatively insensitive to the value of
�λ; �λ = 2.0 Å was found to yield an acceptable compro-
mise between spatial resolution and precision. The instanta-
neous location of the shock front defines time and space ori-
gins for the postshock analysis and therefore allows assign-
ment of individual atoms to particular bins at a given time (see
Sec. II C). Furthermore, because the instantaneous location of
the shock front when it first reaches a given layer in the crys-
tal is used as the spatial origin for defining the fixed-volume
bins for the entire time when the shock front is in that layer,
the results for the density (but not for the other properties in-
vestigated) exhibit finite-width effects in the preshock regions
of the material.

In Fig. 6(a) the preshock densities for the three cases are
identical (1222 kg m−3). The postshock mass densities within
the first 100 Å behind the shock front are characterized by
three stages: An abrupt increase in density of about 500 kg
m−3, followed by a small decrease in density, followed by
a gradual increase to a relatively stable value. The apparent
onset time for relaxation based on density is distinct for the
three shock directions; it occurs at about 11 Å (256 fs) be-
hind the shock front for the [100] shock, 26 Å (620 fs) for
the [010] shock, and 45 Å (1044 fs) for the [001] shock. The
new arrangement of molecules, whether locally crystalline in
the case of the [010] shock or relatively disordered as for the
[100] and [001] shocks (cf. Fig. 5), persists as the relaxation
continues such that the postshock mass density remains essen-
tially constant. The densities at distances far from the shock
front position (≥100 Å) become nearly identical for shocks
propagating along [100] and [001]; the average mass density
in this region is 1808 kg m−3. The density of the postshock
material within the interval from 50 to 130 Å behind the shock
front for the [010] case is higher than that for the other two
shock orientations, which is evident in Fig. 6(a). The distinct
behavior of the density for the [010] shock, in particular its
nonmonotonic spatial profile for distances greater than 50 Å
behind the shock front, implies multiple stages of relaxation
for that shock orientation.

The higher-resolution averaging using �λ = 2.0 Å in
Fig. 6(b) yields oscillations in both the preshock and post-
shock materials. The oscillations in the postshock material
for a given shock orientation provide a useful qualitative
indicator of the times required for relaxation toward a
translationally steady or slowly varying postshock condition
in the material. Thus, for the [100] shock (green curve) the
smoothness of the curve suggests a fairly rapid emergence of
some disordering, whereas for the [001] shock (black curve),
the considerable oscillations that persist over the first ∼50 Å
(1.16 ps) in the postshock state show that loss of translational
order in this case occurs more slowly. Finally, for the [010]
shock (magenta curve) in which a crystal/paracrystal transi-
tion occurs, the oscillations in the postshock material persist
over the entire duration of the simulation, consistent with

the system evolving into a new ordered state. The ∼50 Å
(1.19 ps) interval between initial shock front arrival and
the system achieving nearly constant amplitude gives an
indication of the scale over which this transition occurs.

D. Temperature

Spatially resolved intermolecular (lattice) temperature
Tinter, intramolecular (vibrational–rotational) temperature
Tintra, and the total temperature Ttotal were computed as func-
tions of position (bottom abscissa) and time (top abscissa) rel-
ative to the shock front using the fixed-volume bins as defined
in Fig. 4 with �λ = 2.0 Å. The values of Tinter, Tintra, and Ttotal

for each bin were computed using

Tinter =

Nm∑

i=1
Mi (Ui − 〈U〉c.m.b)2

3NmkB
, (1)

Tintra =

Nm∑

i=1

Nam≤7∑

j=1
m j (u j − Ui )2

3(Nam − 1)kB Nm
, (2)

Ttotal =

Na∑

j=1
m j (u j − 〈U〉c.m.b)2

3NakB
, (3)

where Mi is the mass of molecule i. Ui is the center-of-mass
velocity of molecule i, 〈U〉c.m.b is the center-of-mass velocity
of the material in the fixed-volume bin containing the center
of mass of molecule i, Nm is the total number of molecules
in the bin, uj is the velocity and mj is the mass of atom j in
molecule i, Nam is the total number of atoms belonging to
molecule i located in the bin (Nam ≤ 7), Na is the total number
of atoms in the bin, and kB is the Boltzmann constant. In many
cases where we use the term temperature in this study the
system is not at thermal equilibrium. However, temperature
as defined by Eqs. (1)–(3) is a convenient, commonly used
quantity corresponding to the average kinetic energy. Whether
temperature is used in the thermodynamic sense or simply as
a means for characterizing spatial and temporal variations of
average kinetic energy in the system is clear from the context
in which it is used.

Values of the intermolecular, intramolecular, and total
temperatures calculated at distances 50 ± 1, 100 ± 1, and
200 ± 1 Å behind the shock front are given in Table II. Plots
of the intermolecular, intramolecular, and total temperatures
(shown as black, green, and magenta curves, respectively)
are shown in Fig. 7 as functions of the distance and time
(which is given on the top abscissa) from the shock front.
The results for shocks propagating along [100] and [001] are
shown as dashed and solid curves, respectively, in panel (a) of
Fig. 7 while those for the [010] shock are shown in panel (b)
of Fig. 7. Note that the ordinate scales in panels (a)
and (b) of Fig. 7 differ. In each case the intermolecular tem-
perature initially rises rapidly and then smoothly approaches
a long-time value from above. The amplitude of the transient
intermolecular temperature rise is greatest for the [010] shock
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(a)

(b)

FIG. 7. The intermolecular (lattice), intramolecular (vibrational–rotational),
and total temperatures as functions of distance (bottom abscissa) and time
(top abscissa) from the shock front. (a) Dashed curves: [100] shock; solid
curves: [001] shock. The postshock time in (a) is determined as described in
the caption for Fig. 6. (b) [010] shock; the postshock time is determined using
the [010] shock velocity.

[panel (b) of Fig. 7] and least for the [001] shock [panel (a) of
Fig. 7, solid curve], which appears to be inversely corre-
lated with the calculated Rankine–Hugoniot shock pressure
(see Table II). The higher intermolecular temperature ob-
tained for the [010] shock compared to the other two shock
directions persists over a region of approximately 100 Å
(∼2.4 ps) behind the shock front. It is important to note that
the amplitude of the apparent intermolecular temperature ex-
cursion in the immediate vicinity of the shock front is, in part,
due to the large differences in the translational velocity com-
ponents parallel to the shock propagation direction between
molecules in adjacent molecular layers, which in turn arises
due to the rapid acceleration (stagnation) of molecular cen-
ters of mass along that direction from approximately −up to
approximately zero velocity as they collide, in essentially or-

(a)

(b)

FIG. 8. As in Fig. 7 except the Cartesian components of total kinetic energy
are shown.

derly military fashion, with the previously shocked material.
Although this contributes to the abrupt, large increases seen
in Fig. 7 (and in the longitudinal Cartesian components of ki-
netic energy discussed below in connection with Fig. 8), this
behavior is clearly indicative of a real dynamic effect, which
is manifested as “intermolecular temperature.”

In contrast to the results for Tinter, for all three cases Tintra

increases more slowly and with little transient overexcitation,
increasing essentially monotonically to long-time values.
These results are consistent with the mechanism in which the
initial shock excitation energy is localized in low-frequency
lattice modes with subsequent vibrational relaxation into
the molecular modes at longer times. For the case of shock
propagation along [010] [panel (b)], by distances (times)
greater than 175 Å (4.18 ps) behind the shock front, the
quantities Tintra and Ttotal approach the same nearly constant
value toward which Tinter also converges on longer times;
whereas for the cases of shock propagation along [100] and
[001] [panel (a)], by distances (times) greater than 175 Å
(greater than 4.16 and 4.06 ps for [100] and [001] directions,
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respectively) behind the shock front, the three different
temperatures are close to one another, but exhibit a slow
increase with time not seen for the [010] case. Overall, these
results show that the rate of equilibration is dependent on the
shock direction.

The intramolecular temperature 50 ± 1 Å (1.16 ps) be-
hind the shock front is about 485 K for the [001] shock (see
Table II), which is slightly lower than the value 493 K ob-
tained for the [100] case (1.18 ps). However, the intramolecu-
lar temperature for the [001] shock at the distance 100 ± 1 Å
(2.32 ps) behind the shock front becomes higher than that for
the [100] case (2.36 ps). The intramolecular temperature for
the [001] shock at the distance 200 ± 1 Å behind the shock is
637 K. This is approximately equal to the value calculated for
the [010] shock (640 K) and 27 K greater than that calculated
for the [100] shock (610 K). The same trends are observed for
the total temperatures.

Partitioning total kinetic energy among crystallographic
directions [100] (x), [010] (y), and [001] (z) is another way
to monitor energy transfer during shock propagation. The cal-
culation of components of total kinetic energy as functions of
distance from the shock front position is the same as discussed
just above, except that Eq. (4) was used to compute compo-
nents of total kinetic energy Kβ for a given fixed-volume bin.

Kβ =

Na∑

j=1
m j

(
uβ

j − 〈U〉βc.m.b

)2

2Na
, β = x, y, z. (4)

Here, uβ

j denotes Cartesian component β of the velocity

of atom j, 〈U〉βc.m.b is the component β of the center-of-mass
velocity of the material in a given bin containing atom j, and
mj and Na have the same meanings as in Eqs. (2) and (3).

Plots of the Cartesian components Kx, Ky, and Kz (green,
black, and magenta curves, respectively) of the total kinetic
energy as functions of the postshock distance and time (given
on top abscissa) from shock front passage are shown in Fig. 8.
The results for the shocks propagating along [100] and [001]
are shown in panel (a) of Fig. 8 (dashed curves for [100]
and solid curves for [001]) and those for [010] are shown in
panel (b) of Fig. 8; note that the ordinate scales in panels (a)
and (b) of Fig. 8 differ. The shock first excites the longitu-
dinal kinetic energy component: Kx, Ky, and Kz for [100],
[010], and [001] shocks, respectively. The amplitude of the
initial excitation of the longitudinal component of kinetic en-
ergy is much larger for [010] than for either [100] or [001].
The y-component of total kinetic energy for the [010] case
goes smoothly to a steady value immediately after shock pas-
sage and equilibrates with the other two components by 175 Å
(>4.18 ps) behind the shock front. The x- and z-components
of kinetic energy for the [100] and [001] shock directions in-
crease gradually with time during and immediately after the
shock rise and equilibrate with the corresponding other two
components within 200 Å (∼4.7 ps for [100] and ∼4.64 ps for
[001]) behind the shock front. Note that the gradual increases
with time for all the components of the total kinetic energy
in the [100] and [001] shock simulations at long postshock
times are not observed for the [010] case, which is consis-

tent with the temperature results shown in Fig. 7 and supports
the conclusion that the material transformation that occurs for
the [010] shock is distinct from those for the [100] and [001]
shocks. Note that the shock-direction component of the total
kinetic energy in the [001] case (z) is always higher than that
for the [100] case (x), while the two components perpendicu-
lar to the shock direction for the [001] shock are somewhat
lower than those for the [100] case during the first 125 Å
behind the shock front (<2.96 ps for [100] and <2.9 ps for
[001]) but become noticeably higher at distances greater than
175 Å (>4.12 ps for [100] and >4.06 ps for [001]).

E. 2D molecular translational disordering

The snapshots of the simulation cells in Fig. 5 show that
the structures of the shocked material far behind the shock
front are distinct from those near the shock front. To inves-
tigate this we calculated two-dimensional radial distribution
functions (2D RDFs) for molecular centers of mass at sev-
eral different postshock times using the moving-bin averaging
scheme illustrated in Fig. 4. The 2D RDF is defined as

g(R) =

∑

i

∑

j
δ(R − ri j )

Nmρπ R2�λ
, (5)

where the center-of-mass to center-of-mass distance rij be-
tween molecules in a given bin is evaluated only in the di-
rections transverse to the shock propagation (for example, the
x and y Cartesian position coordinates for the [001] shock);
R is the radius of a cylindrical volume centered on a given
molecule, with cylinder axis parallel to the direction of shock
propagation and cylinder ends defined by the planes separat-
ing fixed-volume bins at a given instant in time; Nm is the total
number of molecules in a given bin at a given instant in time,
as defined in Eq. (1); ρ is the instantaneous number density of
a given bin; and �λ is the bin width (2.0 Å in all cases).

The 2D RDFs of the preshock and postshock materials
for [100], [010], and [001] shocks are shown in frames (a),
(b), and (c), respectively, in Fig. 9. The postshock 2D RDFs
for the [100] and [001] cases exhibit qualitatively similar fea-
tures but distinct from those for the [010] case. Specifically,
the 2D RDFs for the [100] and [001] cases exhibit consid-
erable broadening and lower peak intensities starting almost
immediately after shock passage (black curves). By 1552 and
2836 fs (these times, and corresponding distances, are repre-
sented by black dashed vertical lines in Fig. 5), respectively,
for the [100] and [001] cases, the 2D RDF results have nearly
converged to final values (green, blue, and cyan curves) al-
though some minor changes can still be seen in the first peak
for the [100] shock.

The results for the [100] and [001] cases are indicative of
significant shock-induced plane-specific translational disor-
dering. As in the case of the density (discussed in Sec. III C),
translational disordering in the postshock material occurs ear-
lier for the [100] case than for the [001] case. At times
sufficiently long that the results have become essentially
stable, the second peak for the [100] case is narrower as well
as more sharply peaked than that for the [001] case and the
ratio of height of the second peak to that of the first peak
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(c)

(b)

(a)

FIG. 9. 2D center-of-mass RDFs for shocks along (a) [100], (b) [010], and
(c) [001].

for the [100] shock (0.89) is greater than that for the [001]
case (0.68), suggesting greater disordering in the case of the
[001] shock. However, in neither case is disordering complete
within ∼4 ps. The RDFs for shock propagation along [010]
[Fig. 9(b)] show that the shocked material remains essen-
tially crystalline though the intensity of the peaks at long dis-
tances (r > 8 Å) are decreased considerably compared to the
corresponding ones in the preshock RDF (consistent with a
paracrystalline structure). The fact that the peaks at postshock
time t = 3816 fs are higher than corresponding ones at post-
shock time t = 2292 fs suggests that there may be a grad-
ual annealing of the shocked material that continues for times
longer than those studied here. This, in turn, is consistent
with the second rise in the density observed in Fig. 6(a) about
5.4 ps (about 225 Å) behind the shock front.

F. 2D molecular mass transport

The time-dependent two-dimensional mean-square dis-
placement (2D MSD) was calculated as a function of post-
shock time using

MSD(t)i = 〈|Ri (t) − Ri (0)|2〉. (6)

The instant at which the shock front reaches the layer con-
taining a given molecule is taken as the time origin for that
molecule; the center-of-mass location of that molecule at that
instant is denoted Ri(0) and those for subsequent times as
Ri(t). The 2D MSD is defined in the usual way except that (as
discussed for the RDFs in Sec. III E) Ri is the projection of the
3D displacement vector into the plane of the shock front. The
2D MSD was constructed separately for each molecule and
then averaged over the total number of molecules that have
been in the shocked state for time t. Note that here, in con-
trast to the usual case for an equilibrium system, there is no
averaging over time origins since shock front arrival defines a
unique time origin for the subsequent transient dynamics of a
given molecule.

The time-dependent 2D MSDs are shown in Fig. 10 for
shocks propagating along [100] (green curve), [010] (magenta
curve), and [001] (black curve). The result for [010] (magenta
curve) exhibits four distinct regions: a monotonic rise at very
short times (<0.25 ps), followed by a region with small slope
(0.25–1 ps), followed by a region with larger, nearly constant
slope (1–3 ps), followed by a region with essentially zero
slope (t > 3 ps). This is consistent with the (para)crystalline
structure shown in Figs. 5, 6, and 9. By contrast, the 2D MSD
results for the [100] and [001] shocks (green and black curves,
respectively) in Fig. 10 exhibit nearly monotonic increases
with time for the entire length of the simulations. They over-
lap with that for the [010] case for postshock times up to
0.25 ps and with each other for postshock times up to 1 ps;
after which they diverge. Because the shock pressure (see
Table II) and corresponding density (see Fig. 6) for these
two cases are similar, we tentatively attribute the more rapid
increase of the [001] 2D MSD for times greater than 1 ps to
the higher kinetic energy generated in the [001] shock com-
pared to that in the [100] case [see Fig. 7(a) and Table II].
Interestingly, for the [001] case the slope of the 2D MSD over

FIG. 10. 2D MSDs of molecular centers of mass vs time.
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FIG. 11. Orientational order parameter P2(θ ) for C–N bond vectors as func-
tions of time.

the time interval 4–5 ps is a little lower than that over the
1–4 ps interval; this feature is real based on the calculated
error bars.

It is important to note that the root-mean-square (rms)
center-of-mass displacements after 5 ps in the shocked state
are all between about 1.3 Å [100] and 1.7 Å [001]. Be-
cause these rms displacements are considerably smaller than

any reasonable estimate for the molecular diameter of ni-
tromethane, the results do not allow us to distinguish be-
tween ballistic versus normal (albeit very slow) diffusion
for the [100] and [001] shock orientations. Nevertheless, the
2D MSD results clearly exhibit a short-time relationship be-
tween translational mobility and shock wave orientation. An-
other possibility consistent with the observed behavior is that
plane-specific translational disordering, which can be consid-
ered a form of plastic deformation, may lead to different av-
erage local molecular displacement vectors for the different
shock orientations, giving rise to the observed 2D MSD be-
haviors.

G. Molecular rotational relaxation

Rotational disorder in the shocked states was studied by
calculating the second Legendre polynomial

P2(θ ) = 〈
1
2 (3 cos2 θ − 1)

〉
, (7)

where θ is the angle formed by the C–N bond vector in a
given molecule at time t = 0 and that same bond vector at
some later time. The average is over all the molecules in the
system, with t = 0 for each molecule defined as the time when

(a) (b)

(c) (d)

FIG. 12. Molecular rotational distribution functions. (a) Angle distribution functions for five evenly spaced times between 0.2 and 1.0 ps behind the shock
front. The results for the [001] shock are shown by the dashed curves and those for [100] by the solid curves. (b) Angle distribution function for five evenly
spaced times between 1.0 and 5.0 ps behind the shock front. The results for the [001] shock are shown by the dashed curves and those for [100] by the solid
curves. [(c) and (d)]: Same as (a) and (b) except the results are for the [010] shock.

Downloaded 02 May 2011 to 128.206.89.92. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



124506-12 He, Sewell, and Thompson J. Chem. Phys. 134, 124506 (2011)

the shock front reaches the layer initially containing it. As for
the 2D mean-square displacement, shock front arrival defines
a unique time origin for a given molecule such that averaging
over time origins is not appropriate. Figure 11 contains plots
of P2(θ ) versus time for each shock orientation. Green, ma-
genta, and black curves are the results for the [100], [010],
and [001] shocks, respectively. The results for the [100] and
[001] shocks, in which plane-specific translational disorder-
ing occurs, differ considerably from each other and quali-
tatively from those obtained for [010]. For the [100] shock
(green curve) the decay of P2(θ ) is monotonic; at 5.5 ps af-
ter shock passage, the value of P2(θ ) is approximately 0.15.
For the [001] shock (black curve) the decay of P2(θ ) is mono-
tonic with inflection points during the decay at t ∼0.25 and t
∼1.0 ps. Neither of these P2(θ ) curves is well described by
a single exponential. The result for the [010] shock (magenta
curve), for which a solid–solid structural rearrangement oc-
curs, exhibits a rapid decrease of P2(θ ) during approximately
the first 0.5 ps to P2(θ ) ∼0.77, followed by a further slow de-
cay between approximately 0.5 and 2.5 ps. At longer times
P2(θ ) for this case is nearly constant with a value of ∼0.67 at
5.5 ps after shock passage.

Another way to characterize the shock-induced loss of
orientational order is to plot distributions of θ for various
postshock times. By definition, the distribution at the instant
of shock arrival is a delta function at θ = 0, whereas for a liq-
uid, the distribution at times long compared to the rotational
decorrelation time is a sine curve. Figure 12 contains normal-
ized distributions of θ for all three orientations at several post-
shock times, averaged over the subset of molecules from the
system that have been in the shocked state for those specified
amounts of time. Panels (a) and (b) of Fig. 12 contain results
for both the [100] and [001] shocks and panels (c) and (d) of
Fig. 12 contain results only for the [010] shock. Panels (a) and
(c) show results for five instants during the first picosecond af-
ter shock arrival, while panels (b) and (d) show results for five
instants between 1 and 5 ps after shock arrival. The results
for the [100] shock [solid curves in panel (a)] exhibit a much
broader distribution of θ within the first picosecond after
shock arrival compared to those for the [001] shock [dashed
curves in panel (a)] or for the [010] shock [panel (c)]. Between
1.0 and 5.0 ps the distributions for the [100] shock [panel
(b)] broaden further, particularly between 1.0 and 2.0 ps.
At postshock time 1.0 ps the maximum in the distribution of θ

for [100] occurs at ∼30◦, while at 5.0 ps the maximum occurs
at ∼50◦. The distribution at 5.0 ps reveals considerable ampli-
tude even for angles larger than 120◦. In the case of the [010]
shock [panel (c)] the distribution changes relatively little be-
tween 0.2 and 1.0 ps; at all five instants the distribution has a
maximum probability at θ ∼17◦. The main feature to note is
the emergence of increasing amplitude with increasing time at
relatively large angles (40◦ ≤ θ ≤ 80◦). The results in panel
(d) for the [010] shock for postshock times up to 5 ps are qual-
itatively similar: the maximum probability remains close to θ

= 17◦; all five curves fall essentially on top of one another for
θ < 40◦, while for θ > 40◦ there is a noticeable increase in
amplitude between 1 and 2 ps after shock arrival, after which
the distributions become essentially stationary with increas-
ing time. These results show that the orientational relaxation

in the shocked states is faster for the [100] shock than for the
other cases.

IV. SUMMARY AND CONCLUSIONS

The anisotropic response of crystalline nitromethane ini-
tially at T = 200 K subjected to shock loading to Rankine–
Hugoniot shock pressures Ps ∼15 GPa has been studied using
MD simulations with a nonreactive force field. Simulations
were performed for shock propagation along the [100], [010],
and [001] crystallographic directions. The calculated shock
velocities (and therefore Rankine–Hugoniot shock pressures)
for these three shock orientations are similar; there is approx-
imately a 2% difference between the maximum and minimum
values for both quantities. However, the postshock partition-
ing and redistribution of the energy imparted by the shock
wave is strongly dependent on the shock orientation and leads
to orientation-dependent structural relaxation.

Analyses of 2D radial distribution functions and 2D
mean-square displacements for the [100] and [001] shocks
provide evidence for shock-induced plane-specific trans-
lational disordering within ∼6 ps after shock passage;
that is, loss of translational order in some planes but not
others. A solid–solid structural reordering is observed for
shock propagation along [010]. The details of disorder-
ing behavior differ for the shocks along [100] and [001].
Specifically, the onset of the loss of translational order as
determined from the 2D RDF analysis occurs earlier for the
[100]-oriented shock (<656 fs postshock) than that for the
[001] shock (<1580 fs postshock). However, the overall
disordering for the [100] shock is less complete than that for
the [001] shock within the postshock time of ∼6 ps studied
here. Mass transport as determined from analysis of 2D
mean-square displacements in planes perpendicular to shock
propagation is lower for the [100] shock than that for the
[001] one. The higher molecular mobility for the [001] shock
is tentatively attributed to the higher temperature accessed
for that case compared to [100] because the density in the
shocked states is nearly equal for the two cases. (In all cases,
however, the root mean-square displacement is less than
1.7 Å for the ∼6 ps duration of the simulations and therefore
cannot be confidently associated with the normal liquid diffu-
sion behavior even at the high pressures of these simulations.)
By contrast, the time evolution of the P2(θ ) orientational
order parameter and molecular rotation distribution functions
show that the [100] case loses molecular orientational order
more rapidly than the [001] case.

The results of the 2D RDF, 2-D MSD, orientational
order parameter, and molecular rotation distribution function
suggest that the postshock material in the [100] case relieves
the shock-induced shear stresses via rapid loss of local
orientational order and more gradual long-range translational
disordering; whereas in the [001] case, the postshock material
tends to take the opposite pathway toward the plane-specific
translationally disordered state. Although the plane-specific
translationally disordered shock states for the [100] and
[001] cases are considerably different, neither of them has
reached thermal equilibrium on the time scale of the present
simulations (∼6 ps). Plots of kinetic energies, expressed in
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temperature units, among intermolecular (lattice), intramolec-
ular (vibrational–rotational), and overall motions as a function
of distance (or, equivalently, time) behind the shocks reveal
that the intermolecular modes are the ones initially excited
by shock passage. The intermolecular temperatures exhibit
large transient excitations, by hundreds of Kelvin for subpi-
cosecond times, for all three orientations. Excitation of the
intramolecular modes occurs on a longer (multi-picosecond)
time scale and occurs essentially monotonically with little or
no transient excess heating of the vibrational degrees of free-
dom. Plots of Cartesian components of the total kinetic energy
show that the motions of molecules initially are excited pre-
dominantly parallel to the shock propagation direction. While
the time scales for postshock relaxation are generally consis-
tent with previous31, 32 simulations for shocked nitromethane
and with the predictions of energy transfer pathways and time
scales as discussed recently by Hooper,15 the simulation re-
sults reported here suggest a rich complexity in the mechani-
cal relaxation—in particular the orientation-dependent plane-
specific relaxations—that have only partially been explored.
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1. Introduction 

The sensitivity of energetic materials has been studied extensively for more than half a 
century, both experimentally and numerically, due to its importance for reliable functioning 
of a munition and avoidance or mitigation of accidents (Bowden & Yoffe, 1952). While the 
shock initiation of an explosive under nominal conditions is relatively well understood from 
an engineering perspective, our understanding of initiation due to unintended stimuli 
(weak shock or fragment impact, fire, damaged explosive charge) is far less complete. As an 
example, one cannot exclude the ignition of an explosive due to mechanical deformation, 
potentially leading to low- or even high-order explosion/detonation as a consequence of 
mechanical stimuli with strain rates and pressures well below the shock sensitivity 
threshold. During the last two decades there has been an increased interest in the scientific 
community in understanding initiation sensitivity of energetic materials to weak insults.  
A relationship between energy dissipation and rate of plastic deformation has been 
developed for crystalline energetic materials (Coffey & Sharma, 1999). Chemical reactions 
are initiated in crystalline solids when a crystal-specific threshold energy is exceeded. In this 
sense, initiation is linked to the rate of plastic deformation. However, practical energetic 
materials are usually heterogeneous composites comprised of one or more kinds of energetic 
crystals (the filler, for which the mass fraction can exceed 90%) bound together with a binder 
matrix that often consists of several different polymer, plasticizer, and stabilizer materials. 
Clearly, the mechanical behavior of these polymer-bonded (plastic-bonded) explosives 
(PBXs) is far more complicated than for neat crystals of high explosive. It is necessary in 
realistic constitutive modeling of energetic compositions to incorporate features reflecting 
the complex, multiphase, multiscale structural, dynamical, and chemical properties; see, for 
example, Bennett et al., 1998, and Conley & Benson, 1999. The goal in constitutive modeling 
is to bridge the particulate nature at the mesoscale to the mechanical properties at the 
macroscale.  
The macroscale deformations applied to PBX composites in experiments are generally not 
the same as the local deformation fields in a component crystal within the composite. This 
has been demonstrated using grain-resolved mesoscale simulations wherein the individual 
grains and binder phases in a PBX are resolved within a continuum simulation framework. 
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Baer & Trott (2002) studied the spatial inhomogeneities in temperature and pressure that 
result when a shock wave passes through a sample of material. The statistical properties of 
the shocked state were characterized using temporal and spatial probability distribution 
functions of temperature, pressure, material velocity and density. The results showed that 
reactive waves in composite materials are distinctly different from predictions of idealized, 
traditional models based on singular jump state analysis. 
Energy and stress localization phenomena culminating in rapid, exothermic chemistry are 
complex processes, particularly for shocks near the initiation threshold, for which 
subvolumes of material corresponding to the tails of the distribution functions of 
temperature and pressure are where initiation will begin. Therefore, a detailed 
understanding of composite energetic materials initiation requires knowledge of how 
thermal and mechanical energies are transferred through the various constituents and 
interfaces of a PBX; how the distributed energy causes structural changes associated with 
plasticity or phase transformations; and, when these processes (among others) lead to 
sufficiently high localization of energy, how and at what rate chemical reactions occur as 
functions of the local stress, temperature, and thermodynamic phase in the material. Each of 
these can in principle be studied by using molecular dynamics (MD) simulations. 
Distributions of field variables available from mesoscale simulations can be sampled to 
provide input to MD simulations; alternatively, results obtained from MD simulations can 
be used to guide the formulation of, and determine parameters for, improved mesoscale 
descriptions of the constituent materials in the PBX, for structurally perfect materials as well 
as ones containing various kinds of crystal lattice defects, voids, crystal surface features, and 
material interfaces (Kuklja & Rashkeev 2009; Sewell, 2008; Strachan et al., 2005; Shi & 
Brenner, 2008). 
This chapter gives an overview of simulations of deformation processes in energetic 
materials at the macro-, meso-, and molecular scales. Both non-reactive and reactive 
processes are considered. Macroscale simulations are usually developed to mimic real life 
situations (for example, munitions performance under intended conditions or response 
under accident scenarios) or are used in the development of small-scale experiments 
designed to elucidate fundamental properties and behaviors. Because macroscale 
simulations lack detailed information concerning microscopic physics and chemistry, their 
use for predicting energetic materials initiation is generally limited to engineering 
applications of the types mentioned above. For many applications, however, the 
macroscopic treatment is sufficient to characterize and explain the deformation behavior of 
PBXs. At the other extreme of space and time scales, MD can be used to simulate the fine-
scale details of deformation, including detailed mechanisms of phase changes, chemistry, 
and processes that occur at material interfaces or other spatial heterogeneities. Mesoscale 
simulation and theory is required to bridge the gap between these limiting cases. 
The outline of the remainder of the chapter is as follows: First, the macroscopic 
deformation of a PBX, treated as a homogeneous material, is discussed. Specific examples 
are provided in which experimental data and simulation results are compared. Next, a 
sampling of the various approaches that can be applied for mesoscale modeling is 
presented. Representative simulations based on grain-resolved simulations are discussed. 
Finally, an overview of applications of molecular scale modeling to problems of thermal-
mechanical-chemical properties prediction and understanding deformation processes on 
submicron scales is given, with specific references to the literature to highlight current 
capabilities in these areas.  
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2. Simulation of deformation at the macroscale: Plastic-bonded explosives 
treated as homogeneous material 

The low-velocity impact vulnerability of energetic materials is typically studied by using 
simulations of deformations at the macroscale. For example, the engineering safety margin 
for acceptable crush-up limits of an encased energetic material is the most widely-used 
parameter in modern barrier design to prevent sympathetic detonation in ammunition 
storage sites. The accidental detonation of a storage module will lead to blast, ground shock, 
and propulsion of the barriers placed around that storage module. These accelerated 
barriers can impact adjacent storage modules and crush the munitions contained therein. 
The development of munition-specific acceptance criteria (Tancreto et al., 1994), and the 
comparison of double flyer-plate impact and crush-test results with simulation results 
(Malvar, 1994) helped advance the successful design of the so-called High Performance 
Magazine (Hager et al., 2000). Munitions are nowadays categorized into sensitivity groups 
based on robustness and sensitivity. The initiation threshold of a sensitivity group is 
expressed as the required kinetic energy and impulse per unit area from an impacting 
barrier to cause a reaction in munitions of that sensitivity group.  
The concept of sensitivity groups allows for the design of other storage configurations 
through engineering models. One example is the simulation of barrier propulsion by the 
detonation of a single storage module containing 5 ton TNT equivalent of explosives, for 
which simulated results have been verified experimentally (Bouma et al., 2003; van Wees et 
al., 2004); see Fig. 1. However, design parameters related to the barrier do not describe the 
processes that may lead to ignition, and certainly do not help in formulating insensitive 
explosive compositions. 
 

 
Fig. 1. Left: Experiment prior to detonation of 5 ton TNT equivalent of explosives in the 
central 24 ft container, which is surrounded by four different barrier designs and four 
munition storage modules. Right: The simulated results illustrate the pressure contours 5 ms 
after the detonation of 5 ton TNT equivalent of explosives, and the disintegration and 
movement of the trapezoid-shaped barrier in the photograph towards an adjacent storage 
module. 

Many experimental tests, including the Susan impact test and friability test (UN, 2008), 
Steven impact test (Chidester et al., 1998), set-back generator (Sandusky et al., 1998), spigot 
intrusion (Wallace, 1994), drop-weight and projectile impact, and split Hopkinson pressure 
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bar (Siviour et al., 2004), study the response of a PBX under mechanical loading conditions 
that are specific to particular accident scenarios. Collectively, these tests span a wide range 
of geometric complexity and data richness. For some of them the results are expressed  
in relatively qualitative terms; for example, the Steven test where the severity of  
the mechanical insult to a stationary target with high explosive is based on the impact 
velocity of a projectile, and reaction violence is based on criteria such as amount of PBX 
recovered, damage to the target containment, and blast pressure at some distance from the 
location of projectile/target impact. In other tests more sophisticated experimental methods 
and highly instrumented diagnostics allow the detailed mechanical behavior to be inferred 
from the data; for example, the split Hopkinson pressure bar. In many cases simulations are 
required to aid in the interpretation of the data; specific examples for the split Hopkinson 
pressure bar, Steven impact, and LANL impact tests can be found in (Bailly et al., 2011; 
Gruau et al., 2009; Scammon et al., 1998). 
The ballistic impact chamber is a specific drop-weight impact test designed to impose a 
shear deformation in a cylindrical sample of explosive (Coffey, 1995). (The name drop-
weight impact test originates with the fact that the impact velocity depends on the height 
from which the weight is dropped onto the sample.) If a relationship between energy 
dissipation and rate of plastic deformation is known, the deformation rate can be used to 
define a mechanical initiation threshold (Coffey & Sharma, 1999). A drop-impact load 
impinges on the striker, which loads a cylindrical sample between the striker and an anvil 
(see Fig. 2) The cylinder is compressed along the cylinder axis and expands radially. The 
shear rate in the ballistic impact chamber is described by 

 
,
 

(1)
 

with r and h the radius and the height of the sample, respectively, γ the shear, and t the time. 
The shear rate is largest near the perimeter of the cylinder. Initiation is detected by 
photodiodes. Knowing the striker velocity dh/dt and the time of initiation, the required shear 
rate for initiation dγ/dt can be calculated. Measured shear rate thresholds are given by 
Namkung & Coffey (2001). 
 

 
Fig. 2. Left: Schematic cross section of the ballistic impact chamber. Right: Top view of the 
chamber. The sample can be seen in the center of the chamber. Attached to the side are two 
fiber optic cables and a pressure transducer. The striker is located to the right of the chamber 
assembly. 

dt
dh

h
h

h
r

dt
d tt 0

2
0 ==≈γ



 
Simulations of Deformation Processes in Energetic Materials 33 

The deformation of energetic materials in the ballistic impact chamber according to equation 
1 has been verified by simulations of a cylindrical sample of PBXN-109 (64 wt% 
cyclotrimethylene trinitramine, 20 wt% aluminium and 16 wt% polybutadiene-based 
binder), 6.35 mm in diameter and 1.75 mm in height (Meuken et al., 2006). In this example, 
the drop weight had an impact velocity of 3 m⋅s-1, and the striker achieved an initial velocity 
of ≈ 6 m⋅s-1 due to elastic collision. The simulation was carried out using the ANSYS 
Autodyn software suite, a versatile explicit analysis tool for modeling the nonlinear 
dynamics of solids, fluids, gases and interactions among them. (Autodyn provides, for 
example, finite element solvers for computational structural dynamics and mesh-free 
particle solvers for high velocities, large deformation and fragmentation (Autodyn, 
Birnbaum et al., 1987).) The resulting shear rate in PBXN-109 as a function of time is shown 
in the right-hand panel of Fig. 3. The maximum shear rate of approximately 8×105 s-1 is 
reached shortly before the end of the negative acceleration of the striker, at a radial distance 
about 70% of the sample radius (Bouma et al., 2007). The shear rate values from equation 1 
and the Autodyn simulation are comparable, except the rise in shear rate in the simulation 
occurs at a longer time since impact. The deformation is complex – there are small 
oscillations visible in Fig. 3 due to the shock and reflection waves that travel through the 
striker and anvil. Evaluation of the shear sensitivity according to equation 1 is non-trivial, 
and simulations are key to interpreting this “simple” cylindrical compression experiment. 
The analysis requires that the sample not resists compression by the striker prior to 
initiation and that an accurate value of the striker velocity is known. In the example 
discussed here the first requirement is satisfied so long as the time to reaction is less than 
90% of the original sample height divided by twice the drop weight velocity at the moment 
of impact. The experimentally determined shear initiation threshold in the ballistic impact 
chamber of PBXN-109 is 1.7×105-2.0×105 s-1. A simulation that approximates the 
experimental conditions and which includes chemical reaction yields an ignition time of 180 
µs. The chemical reaction model used in the simulation is limited to an Arrhenius-type 
ignition term; a more sophisticated treatment of chemistry that includes, for instance, the 
Lee-Tarver (Lee & Tarver, 1980) growth term has not been performed (Zerilli et al., 2002). 
 

 
Fig. 3. Left: Shear rate vs. time, calculated using equation 1. The deformation starts at t = 0 
and is monitored until the height of the sample is equal to 10% of the initial height. Right: 
Same as the left-hand panel except the result is obtained from an Autodyn simulation. 
Results in the right-hand panel are shown for points near the sample-anvil interface and 
originally located at radial distances r = 0.3, 0.8, 1.2, 1.7, 2.2, 2.7, and 3.1 mm from the center 
of the sample; deformation of the sample starts at t = 0.07 ms. 
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The shear-rate threshold just discussed should also apply to other experimental 
configurations. For example, PBXN-109 has been subjected to an explosion-driven 
deformation (Meuken et al., 2006). Steel cylinders were filled with PBXN-109 and a layer of 
3.0, 4.0, or 5.0 mm plastic explosive, covering one-third of the circumference of the steel 
cylinder, was detonated; the results are shown in Fig. 4. In the 3-mm layer case the PBXN-
109 was slightly extruded from the deformed steel cylinder without any sign of reaction. In 
the 4-mm layer case there was a mild reaction, as shown by the slightly expanded steel 
cylinder. In the 5-mm layer case a violent reaction of the PBXN-109 was observed, resulting 
in fragmentation of the steel cylinder.  
Figure 5 shows the 2-D simulation set-up of the deformation experiment (left panel); as well 
as the shear rate (right panel) in the PBXN-109, calculated close to the inner surface of the 
steel cylinder as a function of the angle (where angle θ=0° corresponds to the center of the 
deformation layer). The maximum shock pressure is ≈0.5 GPa, which is well below the 2.2-
5.2 GPa initiation pressure of PBXN-109 in the large scale gap test (Doherty & Watt, 2008). 
The maximum shear rates in Fig. 5 are 0.72×105, 1.19×105, and 1.51×105 s-1, respectively, for 
the 3-, 4-, and 5-mm layer experiments. The initiation threshold in this deformation test 
resembles the threshold in the ballistic impact chamber. 
 
 

 
Fig. 4. Explosion-driven deformation of steel-cased PBXN-109 charges. The deformation 
results from the detonation of a layer of plastic explosive that partially surrounds the PBX-
N109 charges (see Fig. 5). Results are shown for plastic explosive layer thicknesses of 3 mm 
(left), 4 mm (middle) and 5 mm (right). 

 
 

 
Fig. 5. Left: Schematic configuration for 2-D Autodyn simulation of an explosive 
deformation test. Right: Maximum shear rates in PBXN-109 as functions of the angle θ when 
deformed by explosive layers of thickness 3 mm (green), 4 mm (blue), and 5 mm (red). 
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The maximum shear rate depends on the test configuration. The friability test (UN, 2008) 
and the LANL impact test (Bennett et al., 1998) have been simulated for the explosive PBXN-
109, and the Steven impact test (Vandersall et al., 2006) for explosive composition C4, to 
correlate the severity of mechanical deformation to initiation of the explosive, see table 1 
(Bouma & Meuken, 2004). Permanent deformation and extensive fracturing of the PBX in 
the friability test, in which a flat-ended cylindrical projectile is fired into a rigid steel target, 
are evident in Fig. 6 (left-hand panel, from Bouma, 1999) as well as the simulated evolution 
of shear rate (right-hand panel). The largest calculated shear rate, ~0.45×105 s-1, occurs near 
the edges of the ∅18 mm sample. The experimental result in the left-hand panel of Fig. 6 
shows that this rate is too low to cause initiation; this is qualitatively consistent with the 
threshold maximum shear rates discussed in connection with Figs. 3-5. The extensive 
fracture of the material, which is deliberately induced in this test, has not been modeled.  
 

  
Fig. 6. Left: Permanent deformation and fracture of a PBX containing 80% HMX at 91, 110, 
121, and 154 m⋅s-1 impact velocity in a friability test. Right: The evolution of shear rate at 
various radial distances from the sample in the friability test and near the explosive/steel 
interface for PBXN-109 at 150 m⋅s-1 impact velocity. The maximum shear rate develops near 
the outer radius. 

The Steven impact test has been simulated near the experimental initiation thresholds for 
explosives PBX 9404 and PBX 9501, respectively 31-34 m⋅s-1 and 39-54 m⋅s-1 (Chidester et al., 
1998). Again, the calculated shear rates of ≈105 s-1 confirm experimental initiation thresholds. 
Note that the experimental threshold for C4 is an impact velocity of more than 195 m⋅s-1 
(Vandersall et al., 2006), resulting in a shear rate of at least 1.8×105 s-1. In the LANL impact 
test a pusher impacts a thin rectangular slab of explosive of the same thickness (Bennett et 
al., 1998). The violence of reaction depends on the diameter and shape of the pusher (result 
not shown). The calculated peak shear rate of 16×105 s-1 is large but is very localized, within 
1 mm of the edge of the ∅10 mm pusher, and has duration <1μs. 
An analytical model has been developed that links mechanical properties and particle sizes 
with the thermal ignition of an explosive. This micro-structural model (Browning, 1995) is 
based on 1) Hertz contact stress between two particles of the same diameter in relation to the 
applied normal pressure, 2) mechanical work due to sliding motion under a normal 
pressure, and 3) thermo-chemical decomposition due to an applied and local heat flux (the 
latter originating from the mechanical work in the Hertzian contact points). The ignition 
criterion in the model requires the evaluation of the pressure and the shear rate at the 
macroscale (Browning, 1995; Gruau et al., 2009; Scammon et al., 1998). Scammon et al. (1998) 
evaluate the parameter 

 / . /   (2) 
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Configuration, 
explosive Test specifics Shear rate / s-1 Experimental 

observation 

Explosion driven 
deformation, PBXN-
109 

3 mm deformation 
layer 
4 mm deformation 
layer 
5 mm deformation 
layer

Max. 0.72×105 
Max. 1.19×105 

Max. 1.51×105 

No reaction 
Burn 
Violent 
reaction 

Ballistic Impact 
Chamber, PBXN-109  1.7×105-2.0×105 at 

initiation
Initiation 

Friability test, 
PBXN-109 

18 mm Ø, 9 gram, 150 
m⋅s-1 impact velocity Max. 0.4×105-0.5×105 No reaction 

LANL impact test, 
PBXN-109 

10 mm blunt steel 
pusher at 196 m⋅s-1 
into 25 mm ×20 mm 
sample

Max. 16×105 Not available 

Steven impact test, 
C4 

50 m⋅s-1 impact 
velocity 
100 m⋅s-1 impact 
velocity 
157-195 m⋅s-1 impact 
velocity

Max. 0.5×105 
Max. 1.8×105 

No reaction 

Table 1. Comparison of shear rates calculated in simulation of various test configurations of 
PBXN-109 and explosive composition C4 to experimental results. 

with time to ignition tign, assuming that pressure p and shear rate dγ/dt are constant. Ignition 
is associated with the parameter exceeding an explosive-specific value. The underlying 
thermo-chemical model has been analyzed in detail for HMX only. However, equation 2 (or 
the corresponding expression for variable pressure and shear strain rate loading histories 
(Browning & Scammon, 2001; Gruau et al., 2009)), may not be directly applicable to non-
HMX PBXs. The thermo-chemical decomposition in the above model requires a thermo-
chemical simulation of the ignition time as a function of thermal energy fluence through a 
crystal-crystal contact surface area, and involves explosive-specific decomposition chemistry 
that can be measured, for example, in a one-dimensional time-to-explosion (ODTX) test 
(Hsu et al., 2010). This may lead to different exponents in eq. 2 for non-HMX PBXs. 
As shown in this section, a macroscopic treatment is generally sufficient to characterize and 
explain the deformation behavior of PBXs. However, since macroscopic models treat the 
PBX as a homogeneous material, their use for predicting energetic materials initiation is 
rather limited. As a first step to a more detailed description of the deformation and initiation 
behavior of energetic materials, mesoscale simulations can be performed that include the 
influence of the particulate nature of PBX formulations. 

3. Simulation of deformation at the mesoscale: The influence of particulate 
nature of plastic-bonded explosives 

The influence of the particulate nature at the mesoscale can be accounted for in different 
ways. One can 1) fit a continuum model with particle-specific features to experimental data; 
2) simulate the mechanical behavior of a representative volume element with the mechanical 
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properties of its constituents and determine the collective mechanical behavior; or, 3) when 
sufficient computer resources are available, simulate the mechanical behavior with spatially 
resolved explosive grains and binder. 
An example of the first approach is based on the statistical crack mechanics model (Dienes, 
1985) in combination with a five-component Maxwell visco-elasticity model, fitting the 
parameters to experimental Young’s moduli spanning eight orders of magnitude of 
relaxation times (Bennett et al., 1998). Constitutive equations are obtained for 
implementation into the DYNA3D nonlinear, explicit finite element code for solid and 
structural mechanics (DYNA3D). An example of the second approach is the construction of 
a continuum constitutive model based on homogenization procedures applied to realistic 2-
D or 3-D representative volume element microstructures obtained, for instance, from digital 
images of cross sections (De & Macri, 2006) or X-ray microtomography (Bardenhagen et al., 
2006) of a PBX. An example of the third approach is the direct simulation at the mesoscale of 
the propagation of a shock wave through randomly packed crystal ensembles (Baer & Trott, 
2002). Probabilistic distribution functions of wave field variables such as pressure, density, 
particle velocity, chemical composition, and temperature are studied to gain insight into the 
initiation and growth of reactions in heterogeneous materials. For additional studies of 
grain-resolved systems see Baer (2002), Reaugh (2002), and Handley (2011); the latter is a 
recent Ph.D. dissertation that includes a thorough review of mesoscale simulations and 
theory applied to PBXs. 
During mechanical deformation of a PBX interfacial de-bonding can occur and crystals may 
even crack. Figure 7 contains a scanning electron micrograph of HMX crystals in a hydroxy-
terminated-polybutadiene binder. A cylindrical sample of this explosive, 9 grams in weight 
and 18 mm in diameter, has been impacted at 92 m⋅s-1 against a steel plate. The micrograph 
corresponds to a section near the impact site in the friability test and demonstrates 
interfacial de-bonding as well as crystal cracking (Scholtes et al., 2002). These phenomena 
can also be simulated. Figure 8 gives the principal stress in uniaxial compression of PBX 
9501 at 2% overall strain. The computational model is 0.465 mm × 0.495 mm and contains 25 
particles. De-bonding occurs when the work applied perpendicular or tangential to an 
interface exceeds the normal or shear cohesive energy, respectively. The cohesive energies 
used to generate the left- and right-hand panels of Fig. 8 are, respectively, below and above 
the experimentally derived values. The extent of interfacial de-bonding decreases with 
increasing cohesive energy between the particle and binder phases. The increase in cohesive 
energy results in a large stress localization within crystals, which increases the probability 
for cracks to develop within the crystal (Yan-Qing & Feng-Lei, 2009). Note that the peak 
shear rates in the impact experiment of Fig. 7 are of the order of 103 s-1, whereas the 
simulation results shown in Fig. 8 are for a strain rate of 1.2×10-3 s-1. 
The particulate nature of most energetic materials and the imperfection of the component 
crystals (for example, grain boundaries, seeding crystals, voids, cracks, lattice defects, 
solvent inclusions) not only influence the deformation behaviour of the PBX but also the 
sensitivity to shock (Doherty & Watt, 2008; van der Heijden & Bouma, 2004a, 2004b, 2010). 
Examples of imperfections are shown in Figs. 9 and 10. On the left is an optical micrograph 
of a cross section of an RDX crystal. The crystal outer surface is irregular, grains have grown 
into each other, and there are multiple defects with sizes of the order of 10 μm. On the right 
a scanning electron micrograph of the cross section of an RDX crystal from the same lot 
(RDX type II obtained from Dyno) is shown. At this magnification, one can see voids with 
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sizes on the order of hundreds of nm, as well as a string of voids extending vertically across 
the image; note that this latter structure is not a grain boundary. Fig. 10 shows two confocal 
scanning laser micrographs with a Dyno Type II RDX crystal at the left and a BAe Royal 
Ordnance RDX crystal at the right. By using a confocal scanning laser microscope in 
reflection mode it is possible to make optical slices from a transparent object down to a 
thickness of about 0.5 µm. In this way, local differences in the refractive index inside a 
crystal will be revealed as bright spots on a dark background. The images are recorded with 
a Leica TCS SL confocal system using a DM6000 B microscope equipped with a 40X 
objective, zoom factor setting of 2. The spots indicate locations with a different refractive 
index from the surrounding area and correspond most likely to small inclusions present in 
the crystal. Also of interest are the “diffuse” areas within the crystals in the left-hand panel 
of Fig. 10. The differences in spot density for the two RDX lots obtained from different 
producers are assumed to be correlated with the difference in mechanical sensitivity 
(Thompson et al., 2010) and shock sensitivity (Doherty & Watt, 2008). 
 
 

 
Fig. 7. Interfacial debonding and crystal cracking in a friability test (Scholtes et al., 2002). 

 

 
Fig. 8. Maximum principal stress in uniaxial compression of PBX 9501 (Reprinted from Yan-
Qing & Feng-Lei, 2009, © 2008, with permission from Elsevier). The two simulations are 
identical except that the particle/binder cohesive energy used to generate the right-hand 
panel is four times that used to generate the left-hand panel.  
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Fig. 9. Optical micrograph (left) and scanning electron micrograph (right) of a cross-section 
of a crystal of Dyno type II RDX (Thompson et al., 2010). 
 

     
Fig. 10. Confocal scanning laser micrographs for two different qualities of RDX crystals, 
produced at a focal plane below the surface. Left: 93.5 μm × 93.5 μm image of Dyno type II 
RDX. Right: a 375 μm × 375 μm image of BAe Royal Ordnance RDX (Thompson et al., 2010). 

Ideally, a simulation at the meso- or molecular-scale should incorporate microstructural 
features such as grain boundaries, packing of particles, defects, and voids. A new method to 
create a computational set-up with a random pack of arbitrary shapes of particles has been 
applied to “typical” HMX crystals by Stafford & Jackson (2010). Armstrong (2009) has 
reviewed dislocation mechanics modeling of energetic materials. The review covers 
experimental mechanics studied through indentation-hardness properties, impact 
properties in various test geometries, and granular compaction. The thermal dissipation of 
energy is associated with individual dislocation motions, which may induce a strong 
adiabatic heating through dislocation pile-up avalanches. Lei and Koslowski (2010) have 
published a phase field dislocation dynamics model for low-symmetry organic crystals. 
Using only information about the crystallography and elastic constants they were able to 
predict the onset of plastic deformation in sucrose and paracetamol. (Although these are not 
energetic materials, the fundamental physics and materials science developed by Lei and 
Koslowski would apply equally well to energetic crystals.) Lei and Kowslowski identified 
several properties that could be provided from atomic-scale simulations. The use of MD 
simulations as a means of providing input to, or guiding the formulation of, mesoscale 
models will be discussed in the next section. 
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4. Simulation of deformation at the molecular scale: Structural changes and 
chemical reactions near lattice defects, voids, and interfaces 

Atomic-level simulation methods — MD and Monte Carlo (MC) — in which individual 
atoms or chemical functional groups are treated explicitly can be used to understand and 
predict the equilibrium and dynamic properties of energetic crystals, binders, and interfaces 
between them. In MD a set of classical (e.g., Newton’s) equations of motion are solved in 
terms of the interatomic forces, possibly with additional terms corresponding to coupling of 
the system to an external thermostat (Hoover, 1985; Nosé, 1984), barostat (Martyna et al., 
1996; Parrinello et al., 1981), or other constraint such as to sample a Hugoniot state of a 
material (Maillet & Stoltz, 2008; Ravelo et al., 2004; Reed et al., 2003) to confine the 
simulation to a particular ensemble, leading to a trajectory (time history) of particle 
positions and momenta from which physical properties can be calculated in terms of 
appropriate statistical averages or time correlation functions (Tuckerman, 2010). The 
interatomic forces required for MD can be obtained from a parameterized empirical force 
field or from electronic structure calculations wherein the forces are obtained directly from 
the instantaneous electronic wave function of the system.  
Monte Carlo sampling of configuration space is usually performed using a random walk based 
on a Markov chain constructed to satisfy microscopic reversibility and detail balance in an 
appropriate statistical ensemble. (See, for example: Frenkel & Smit, 2002; Wood, 1968.) Because 
the sequence of states in a Markov chain does not comprise a dynamical trajectory, only 
properties that can be expressed as averages of some microscopic function of configuration in 
phase space that does not explicitly involve the time can be computed. Metropolis MC 
(Metropolis et al., 1953), the version of MC most frequently used in molecular simulations, 
does not require evaluation of forces but rather only differences in potential energy between 
adjacent states (configurations) sampled by the Markov chain. Although in many cases MC 
and MD can be used equally effectively, in practice Monte Carlo is not used as widely as MD 
in simulations of energetic materials; therefore here we focus on MD.  
Electronic structure calculations are sometimes used to study the structures, energies, 
charge distributions and higher multipole moments, spectroscopy, and reaction pathways. 
These properties can be calculated for isolated molecules, clusters, or periodic structures, 
usually at zero Kelvin; however, the effects of finite temperature can be incorporated, for 
example, by using the quasi-harmonic approximation (for example, Zerilli & Kukla, 2007), 
explicitly from MD trajectories, (Manaa et al., 2009; Tuckerman & Klein, 1998) or using an 
appropriate MC sampling scheme (Coe et al., 2009a, 2009b). Most practical electronic 
structure calculations for energetic materials are performed using methods based on the 
Kohn-Sham density functional theory (DFT) (Koch & Holthausen, 2001), although ab initio 
methods are used in some cases (Molt et al., 2011). 
The advantage of atomic-level simulation methods is the detailed information they can 
provide. For instance, a MD simulation provides the time histories of the phase space 
coordinates along a trajectory, from which any classical property of the system, including 
detailed reaction chemistry can, in principle, be computed. The main obstacle to the use of 
atomic methods in practical multi-scale simulation frameworks is the small spatiotemporal 
scales that can be studied — approximately tens of millions of atoms for time scales of 
nanoseconds or less — and the requirement, at least for accurate studies rather than ones 
designed to examine basic qualitative features of the material response, to have a reliable 
description of the inter-atomic forces within the given thermodynamic regime of interest. 
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(While the development of parallel, linear scaling algorithms for electronic structure studies 
of condensed phase systems has considerably increased the numbers of atoms that can be 
studied (see, for example, Bock et al., 2011; Kresse et al., 2011), system sizes and simulation 
times tractable based on electronic structure theory calculations are far smaller than those 
using analytical force fields.) A more fundamental question in the case of MD or MC 
simulations is that of the applicability of classical statistical mechanics or dynamics for the 
study of molecular phenomena.  
In the following we discuss ways by which atomic-scale information can be incorporated 
within a multiscale simulation framework, providing specific examples relevant to energetic 
materials. The focus of most MD simulations of energetic materials has been on predicting 
physical properties in the absence of chemistry. A major (and ongoing) hurdle to reliably 
treating complex chemistry in MD simulations is the difficulty of describing the forces for 
the variety of electronic structures that would be explored at the high temperatures and 
pressures corresponding to the von Neumann spike or Chapman-Jouguet state of a 
detonating explosive. Currently, the methods to do this are plane-wave DFT or 
parameterized analytic representations such as the ReaxFF (van Duin et al., 2001; Strachan et 
al., 2005) or AIREBO (Stuart et al., 2000; Liu & Stuart, 2007) force fields. Han et al. (2011) 
have recently published simulations of the thermal decomposition of condensed phase 
nitromethane studied using ReaxFF.  
In general, there are two approaches to the multiscale problem. The arguably simpler 
approach is a sequential (or “handshaking”) one in which specific physical properties 
required in mesoscale or macroscopic simulations — for example, thermal, transport, or 
mechanical properties — are calculated as functions of temperature and pressure and used 
directly in the larger-scale simulations. Assuming the validity of classical mechanics, the 
major challenge to obtaining reliable predictions for such quantities is the need to 
realistically account for defect structures that can be of sizes that exceed the limited MD 
spatiotemporal scales. Reliable predictions of properties or structures of rate-dependent 
materials or ones with extended interfaces are also difficult to model due to the large time 
and space scales associated with them; for example, binders in energetic materials are 
usually based on polymers (often with other additives such as plasticizers or stabilizers) that 
exhibit both viscoelastic behavior and in some cases complex microphase-segregated 
morphologies and non-negligible concentration gradients in the neighborhood of interfaces. 
Such simulations are quite challenging within a MD framework; see, for example, Jaidann et 
al. (2009). Nevertheless, in some instances it is possible to regard MD predictions as 
comprising bounding cases (for example, limit of perfect crystals). Moreover, for many 
properties of interest experimental data either do not exist for conditions away from room 
temperature/atmospheric pressure or have large apparent uncertainties based on disparate 
results obtained for a given property using different experimental techniques. In such 
instances the results of atomic simulations can be used to extend the intervals over which 
needed parameter values can be estimated or to discriminate among inconsistent data sets.  
Examples are included in Table 2, which includes the results of various measurements or 
calculations of the second-order elastic tensors for PETN, α-RDX, and β-HMX; and Table 3 
which contains the pressure and temperature dependence of the bulk and shear moduli of 
crystalline TATB for the Reuss (uniform stress) and Voigt (uniform strain) bounds. Note the 
wide variation in some of the experimentally determined values, particularly for RDX and 
HMX. In each case, the MD results – based on force fields that were not parameterized using 
elasticity data – yield predictions in good agreement with the most recent, and presumably 
most accurate, experimental data based on impulsive stimulated thermal scattering.  
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A difficulty with direct application of sequential approaches is that, even if a given property 
appears in a mesoscopic theory and can be calculated directly and accurately using atomic 
methods, possibly including temperature and pressure dependencies, use of those accurate 
property values which are treated as adjustable parameters in mesoscale simulations may 
lead initially to decreased predictive capability compared to experimental results; that is, an 
improved subgrid model or more accurate physically-based parameter specification may 
disrupt the overall calibration of the mesoscale model. 
The other general approach to multiscale simulation of energetic materials is the concurrent 
method in which two different levels of material description are included simultaneously 
within a single simulation domain. One example where such an approach would be useful 
is grain-resolved mesoscale simulations wherein regions of atomically resolved material are 
contained within a larger volume of material treated using continuum mechanics. Such an 
approach would be particularly useful for mesoscopic studies of the effects of intra-crystal 
defects (dislocations, grain boundaries, voids) or intermaterial interfaces (crystal-binder, 
High Explosive (HE)-metal) where localization of temperature, stress, or microscopic strain 
rate might be large leading to large gradients in the material (often called hot spots) wherein 
chemical reactions are likely to occur. In addition to theoretical difficulties with formulating 
a single simulation method in which particles and continuum regions are treated 
seamlessly, concurrent methods are difficult to implement due to the high degree of time 
sub-cycling required given the large difference between the time step in a MD simulation 
(~0.01-1 fs) compared to the time step in even a high resolution mesoscale simulation (~0.1 
ns). Other possibilities for progress based on concurrent approaches include using different 
levels of description (and, tacitly assumed, different accuracies of forces) within a single MD 
computational domain; for example, use within a limited region such as the neighborhood 
of an interface of a force description based on electronic structure or empirically-calibrated 
force fields that include chemical reaction surrounded by a (typically much larger) region of 
material represented by a less accurate but computationally cheaper model (for instance one 
with fixed intramolecular connectivity that does not treat chemical reaction). Applications of 
the computational materials design facility (for example, Jaramillo-Botero et al., 2011 and 
references therein) illustrate the potential of such methods. 
Another approach to extending the space and time scales accessible to molecularly-detailed 
methods that has been used with increasing frequency is particle-based coarse-graining in 
which chemical functional groups or entire molecules or collections of molecules are treated as 
effective particles, with corresponding effective potentials. As an example, Desbiens et al. 
(2007, 2009) have developed a model for nitromethane in which the four atoms of the methyl 
group are treated as a single particle. This simplified model has been parameterized using a 
MC optimization approach, and shown to yield good agreement with several measured 
quantities, including second shock temperatures. Gee and co-workers (Gee et al., 2006; Lin et 
al., 2007) have developed a coarse-grained description for PETN in which individual PETN 
molecules are represented by a five-bead model (nominally the tetramethyl carbon and the 
four nitrate pendent groups) (Gee et al., 2006), and have used this model to study surface 
diffusion of PETN molecules on different PETN crystal faces (Lin et al., 2007). Izvekov et al. 
(2010) have developed a formalism for systematic coarse-graining of molecular materials and 
applied it to nitromethane; both a one-site model, in which the molecules are treated as single 
particles, and a two-site model, in which the methyl group and nitro groups are treated as 
distinct particles, were developed. The approach, which is based on a systematic calibration of 
effective coarse-grained particle-particle interactions using potential-of-mean-force 
calculations for fully atomic systems, was shown in the case of a density-dependent potential 
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formulation to reproduce the nitromethane liquid structure and shock Hugoniot locus. Lynch 
et al. (2008) have developed a simplified model for α-HMX in which individual molecules are 
treated as single particles; a novel aspect of this reduced dimensionality “mesodynamics” 
(Strachan & Holian, 2005) potential function is that it includes the effects of intramolecular 
vibrational degrees of freedom through incorporation of implicit degrees of freedom. The 
model, which is only intended to provide a schematic representation of HMX, has been used 
to study spall behavior in the shocked crystals. With all coarse-graining or multiscale methods, 
a key requirement is to capture the dominant features of the physics at the finer scale when 
passing from one scale to the next larger one, and to minimize the amount of non-essential 
information that is carried along. The specific requirements will vary depending on the 
material type, the thermodynamic and mechanical loading regime of interest, and the fidelity 
of the higher-scale model in which the finer-scale results are to be used. 
 
 C11  C33 C44  C66 C12 C13      
PETN              
Ultrasonicsa 17.22  12.17 5.04  3.95 5.44 7.99      
ISTSb 17.12  12.18 5.03  3.81 6.06 7.98      
MD/MCc 17.6  10.5 4.66  4.92 4.7 6.65      
              
 C11 C22 C33 C44 C55 C66 C12 C13 C23     
RDX              
MCd 26.9 24.1 17.7 8.4 5.3 7.6 6.27 5.68 6.32     
Ultrasonicse 25.02 19.6 17.93 5.17 4.07 6.91 8.2 5.8 5.9     
Brillouinf 36.67 25.67 21.64 11.99 2.72 7.68 1.38 1.67 9.17     
RUSg 25.6 21.3 19.0 5.38 4.27 7.27 8.67 5.72 6.4     
ISTSb 25.15 20.08 18.21 5.26 4.06 7.10 8.23 5.94 5.94     
Energy 
Minimizedh 

25.0 23.8 23.4 3.1 7.7 5.2 10.6 7.6 8.8     

              
 C11 C22 C33 C44 C55 C66 C12 C13 C23 C15 C25 C35 C46 
β-HMX              
ISLSi 20.8 --- 18.5 --- 6.1 --- --- 12.5 --- -0.5 --- 1.9 --- 
Brillouinj 18.41 14.41 12.44 4.77 4.77 4.46 6.37 10.50 6.42 -1.10 0.83 1.08 2.75 
ISTSk 20.58 19.69 18.24 9.92 7.69 10.67 9.65 9.75 12.93 -0.61 4.89 1.57 4.42 
MD/MCl 22.2 23.9 23.4 9.2 11.1 10.1 9.6 13.2 13.0 -0.1 4.7 1.6 2.5 

a. Winey & Gupta, 2001. 
b. Sun et al., 2008. ISTS: Impulsive stimulated thermal scattering. 
c. Borodin et al., 2008. Composite MD/MC simulations using flexible molecules. 
d. Sewell and Bennett, 2000. MC simulations using rigid molecules. 
e. Haussuhl, 2001. The crystal axes used in the original publication have been transformed to coincide 
with that used here. 
f. Haycraft et al., 2006. 
g. Schwarz et al., 2006. RUS: Resonant ultrasound spectroscopy. 
h. Munday et al., 2011. Molecular mechanics using flexible molecules. 
i. Zaug, 1998. Partial determination. ISLS: Impulsive stimulated light scattering. 
j. Stevens & Eckhardt, 2005. 
k. Sun et al., 2009. 
l. Sewell et al., 2003. 

Table 2. Second-order elastic coefficients of PETN, RDX, and β-HMX determined using 
various methods. Units are GPa.  
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Pressure (GPa) KReuss KVoigt GReuss GVoigt 
0.0 13.2 20.3 1.8 11.5 
4.0 46.1 62.7 5.2 27.9 
8.0 73.3 97 6.5 37.9 

Table 3. Calculated pressure-dependent Reuss average and Voigt average bulk and shear 
moduli for TATB crystal. Units are GPa. The temperature is T = 300 K. (Adapted from 
Bedrov et al., (2009).) 

Menikoff & Sewell (2002) have reviewed the physical properties and processes needed for 
mesoscale simulations of HMX. Among the properties required that can be reliably 
computed for pure materials using atomic-level modeling methods are the thermodynamic 
phase boundaries between the polymorphic forms of the crystal and the melting point as a 
function of pressure; the coefficients of thermal expansion and isothermal compression; the 
heat capacity as a function of temperature and, in general, pressure; the modal and 
volumetric Gruneisen coefficient; the elastic tensor and derived isotropic moduli as 
functions of temperature and pressure; the elastic-plastic yield surface, which in general is 
temperature and stress dependent, and may also exhibit a strain-rate dependence; and 
thermal conductivity and shear viscosity as functions of pressure and temperature. A 
number of these properties have been computed for HMX and used in continuum 
simulations: the elastic tensor (Sewell et al., 2003; Barton et al., 2009; Zamiri & De, 2010), the 
temperature-dependent shear viscosity of the liquid (Bedrov et al., 2000; Dienes et al., 2006), 
the temperature-dependent specific heat (Goddard et al., 1998; Sewell & Menikoff, 2004), 
Other properties discussed by Menikoff and Sewell that must be considered in a realistic 
simulation are the “damage” state of the material, for instance size and distributions of 
cracks; the nature and density of defects within the crystals; and the effects of material 
interfaces on the composite behavior. Bedrov et al. (2003) have discussed how some of these 
properties can be obtained from MD simulations. More recently, Rice and Sewell (2008) 
reviewed atomic-scale simulations of physical properties in energetic materials, with a focus 
on predictions of properties for systems in thermal equilibrium.  
Single-crystal plasticity of RDX has been studied using atomic-level simulation methods 
and, in some cases, compared to experimental results. Cawkwell and co-workers (Cawkwell 
et al., 2010; Ramos et al. 2010) have used MD simulations of the shock response of initially 
defect-free (111)- and (021)-oriented RDX single crystals to interpret the “anomalous” 
elastic-plastic response observed in flyer plate experiments for that orientation, wherein the 
evolution with increasing impact strength of VISAR velocity profiles for the (111) 
orientation transforms from a clear two-wave elastic-plastic structure to a nearly-overdriven 
structure over an interval of shock pressures that is narrow compared to the results obtained 
for other crystal orientations. The MD results show that, above a well-defined threshold 
shock strength, stacking faults nucleate homogeneously in the material then rapidly 
propagate, leading to mechanical hardening consistent with the abrupt transition from a 
two-wave structure to a nearly overdriven one (Cawkwell et al., 2010). Based on the results 
for the (111)-oriented crystal, Ramos et al. (2010) predicted that similar behavior should arise 
for shocks in (021)-oriented RDX, a result that was confirmed both from MD simulations 
and flyer plate experiments. Chen et al. (2008) performed large-scale MD simulations of 
nanoindentation of (100)-oriented RDX crystal by a diamond indenter using a version of the 
ReaxFF reactive force field (van Duin et al., 2001; Strachan et al., 2005). They observed 
localized damage in the region of the indenter, and calculated a material hardness that is 
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consistent with experimental data. They concluded that dominant slip occurs in the (210) 
plane along the [ ] direction. Ramos et al. (2009) have reported atomic-force 
microscopy/nanoindentation experiments for oriented RDX crystals. Because Ramos et al. 
did not study indentation for the (100) surface, a direct comparison between their data and 
the MD results of Chen et al. is not possible.  
Energetic material crystals (and organic crystals generally) often crystallize into low-
symmetry space groups, exhibit polymorphism (c.f., the multiple crystal phases of HMX (see 
Refs. 2-5 in Sewell et al., 2003) and RDX (Millar et al. (2010), and references therein; and 
Munday et al. (2011))), and are often highly anisotropic in terms of thermal, mechanical, and 
surface properties (the graphitic-like stacking of layers in TATB crystal provides an extreme 
case (Kolb & Rizzo, 1979; Bedrov et al., 2009). This can lead to anisotropic elastic-plastic 
shock response (Hooks et al., 2006; Menikoff et al., 2005; Winey & Gupta, 2010) and even 
anisotropic shock initiation thresholds, as has been shown by (Dick, 1984; Dick et al., 1991, 
1997) for the case of PETN crystal. 
A number of MD studies have been performed to assess shock-induced phase transitions, 
anisotropic shock response, and effects of crystal surface properties on polymer adhesion 
properties. Thompson and co-workers have studied melting in RDX, and noted a structural 
transition that occurs for temperatures just below the melting point (Agrawal et al, 2006). 
Thompson and co-workers have also studied the melting (Agrawal et al., 2003; Zheng et al., 
2006; Siavosh-Haghighi, 2006) and crystallization (Siavosh-Haghighi et al., 2010) of 
nitromethane using a non-reactive force field (Sorescu et al., 2000; Agrawal et al., 2003), 
including a prediction of the pressure dependence of the melting point, Tm = Tm(P) (Siavosh-
Haghighi & Thompson, 2011; see Fig. 11). Using that same force field Thompson and 
coworkers have studied the shock strength dependence for (100)-oriented crystals (Siavosh-
Haghighi et al., 2009; Dawes et al. 2009). They found that considerable disordering occurs 
for shock strengths of 2.0 km⋅s-1 and greater. By projecting the instantaneous kinetic energy 
of individual molecules in the system onto the normal mode eigenvectors for a single 
molecule in the explicit crystal field they characterized the detailed energy transfer between 
the shock and molecular translational, rotational, and vibrational modes of the molecule. 
The results showed that, among the vibrational modes, shock excitation first excites the low-
frequency modes; subsequent excitation of higher frequency vibrations occurs on longer 
time scales, with an approximately monotonic dependence between the frequency of a given 
mode and the time required for it to reach a steady-fluctuating energy in the shocked state. 
Further, the detailed energy transfer pathways differ for molecules that are impacted 
“methyl end first” versus “nitro end first” in the (100) shock orientation. (This latter point is 
interesting in light of the observation by Nomura et al. (2007a) for the case of reactive 
ReaxFF (van Duin et al., 2001; Strachan et al., 2005) shocks propagating along [100] in RDX 
that molecules belonging to the two distinct orientations in the crystal respond differently to 
the shock; one group of molecules undergoes chemical reaction while the other exhibits 
flattening and rotation without chemistry.)  
He et al. (2011) studied shocks in oriented nitromethane crystals impacted at 2.0 km⋅s-1 using 
MD with the same force field as Dawes et al. (2009). They observed significant differences in 
the responses to shocking along the [100], [010], and [001] directions. Jaramillo et al. (2007) 
studied the shock response of (100)-oriented α-HMX using a non-reactive force field model 
(Smith & Bharadwaj, 1999; Bedrov et al., 2002) for impact strengths between 0.5 and 2.0 
km⋅s-1. They observed a clear transition between elastic, elastic-plastic, and overdriven 
behavior in the crystals. Their results show that at lower pressures plasticity is mediated by 

120



  
Numerical Simulations of Physical and Engineering Processes 46

the nucleation and spread of crystallographic dislocations, whereas at higher pressures there 
is a transition from dislocations to the formation of nanoscale shear bands in the material. 
They noted that regions of material associated with these defects had larger local 
temperatures. Eason and Sewell (2011) have used a non-reactive force field (Borodin et al., 
2008) to study the shock response of (100)- and (001)-oriented PETN. These orientations 
were found to be insensitive and sensitive, respectively, to shock initiation in the 
experiments by Dick and coworkers (Dick, 1984; Dick et al., 1991, 1997). For 1.0 km⋅s-1 
shocks, Eason and Sewell (2011) observed the formation of defects in (110) planes for (100)-
oriented shocks, but only elastic compression for (001)-oriented shocks; see Fig. 12.  
 

 
Fig. 11. Computed and experimental melting curves for nitromethane. The MD simulation 
results were obtained using the SRT force field (Sorescu et al., 2003). See Siavosh-Haghighi 
& Thompson (2011) and references therein. 

 

 
Fig. 12. Snapshot from a MD simulation of a shock wave propagating along [100] in PETN 
crystal. Only molecular centers of mass are shown. At the left end of the system is a rigid 
piston; the shock wave propagates from left to right. The snapshot corresponds to the 
instant of maximum compression (that is, the time when the shock front reaches the right-
hand end of the sample). Blue corresponds to the piston, unshocked material, or elastically 
shock-compressed material. Red corresponds to molecules that have undergone locally 
inelastic compression. 



 
Simulations of Deformation Processes in Energetic Materials 47 

Zybin and coworkers (Budzien et al. 2009; Zybin et al., 2010) studied the reactive dynamics 
of PETN using the ReaxFF force field. Budzien et al. studied the onset of chemistry for 
shocks propagating along [100] with impact velocities of 3 or 4 km⋅s-1. Zybin et al. (2010) 
studied the anisotropic initiation sensitivity of PETN in conjunction with a compress-and-
shear model. By imposing rapid compression followed by rapid shear, with specific 
combinations of those two deformation types chosen to emulate the possible interactions 
between oriented shocks and probable slip systems, they were able to correlate the buildup 
of stresses, local temperatures, and onset of chemistry with the experimentally observed 
initiation anisotropy. 
Atomic-level simulations of shock waves interacting with pre-existing defects or interfaces 
have been performed. Various models ranging in complexity from highly schematic (2AB  
A2 + B2 + ∆H) to relatively realistic (RDX  small molecule products) have been used. Shi 
and Brenner (2008), using a reactive force field model for the schematic energetic material 
nitrogen cubane (overall stoichiometry N8(s)4N2(g)), have studied the effects of faceted 
interfaces on energy localization and detonation initiation. These simulations are of 
particular interest because of discussions of whether, or to what extent, the relative shock 
insensitivity of certain RDX formulations can be attributed to smoothed crystal edges 
obtained by treatment by surfactants or mechanical milling. Shi and Brenner identified 
shock focusing and local compression of the facets as two mechanisms for hotspot 
formation; which one dominates in a given situation depends on the shock impedance 
mismatch between the binder and energetic crystal. Using a version of the ReaxFF reactive 
force field (van Duin, 2001; Strachan, 2005), Nomura et al. (2007b) studied the collapse of 
single 8-nm diameter cylindrical voids in RDX crystal for the case of shock propagation 
along the [100] direction, with piston impact velocities of 1 and 3 km⋅s-1 (shock velocities of 
~3 and ~9 km⋅s-1, respectively). They observed the formation of nanojets during void 
collapse, which led to energy focusing when the jet impinged on the downstream wall of the 
void. For the weaker shock the local heating from jet impact on the downstream wall 
remained largely localized near the collapsed jet/wall interface stagnation zone, whereas for 
the stronger shock a conical region of material extending into the downstream wall 
underwent vibrational heating. For the stronger shock the dominant reaction during void 
closure was N-N bond cleavage; smaller reaction products (N2, H2O, HONO) were rapidly 
generated once the nanojet reached the downstream wall. Cawkwell and Sewell (2011) have 
performed preliminary studies of void collapse in various oriented single crystals of RDX. 
Figure 13 contains a snapshot, taken when the shock wave reached the far end of the 
simulation cell, of the molecular centers of mass of an RDX crystal subsequent to the 
passage of a shock wave with piston impact speed 0.5 km⋅s-1 over a 20 nm cylindrical void in 
a (210) shock. Molecules initially on the surface of the cylindrical void are colored blue; all 
others are colored red. The results indicate considerable structural complexity in the shock 
response, including regions of intense plastic deformation, stacking faults, and a stress-
induced phase transition. Note also the large asymmetry of the void collapse process; for 
the crystal orientation and impact speed chosen, lateral jets form from the top and bottom 
of the void and collide near the geometric center of the original void. Using a reactive 
force field for the model reactive diatomic material 2AB  A2 + B2 + ∆H, Herring et al. 
(Herring et al., 2010) performed a detailed study, in 2-D, of the effects of void size and 
geometrical arrangement on thresholds for initiation. They considered a number of 
geometric arrangements of circular voids including single voids, voids on square and 
triangular lattices, and randomly arranged voids. Although the AB system is a highly 
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idealized model, it captures many features of reactive waves in real materials (Heim, 2007, 
2008a, 2008b). 
 

 
Fig. 13. Snapshot from a MD simulation of void collapse in (210)-oriented RDX. Only 
molecular centers of mass are shown. (Cawkwell & Sewell, 2011.) 

As illustrated by the preceding discussion, MD simulations of energetic materials 
constituent materials and structures can be used in a variety of ways with objectives that 
range from near-quantitative predictions of spectroscopic or thermo-mechanical properties 
needed directly within existing constitutive or reactive burn models but currently 
unavailable, sparse, or unreliable with present-day experimental methods; to ones designed 
to reveal or refine existing understanding of fundamental dynamical processes associated 
with material dynamics (inelastic deformation, stress-induced phase transitions); to more 
qualitative ones designed to answer basic questions about, for example, material response in 
the presence of seeded defects and how material response changes with variations in the 
geometric features of those defects or how the morphology of a heterogeneous system 
affects the shock-induced localization of energy. 

5. Conclusions 

An important motivation for the simulation of deformation processes in energetic 
materials is the desire to avoid accidental ignition of explosives under the influence of a 
mechanical load. This requires the understanding of material behavior at macro-, meso- 
and molecular scales. 
Experimental methods to determine the sensitivity of energetic materials to an external 
stimulus can be directly interpreted in terms of test severity in order to rank explosives. 
Simulation at the macroscale facilitates interpretation of experimental results; for example, 
by exceeding certain threshold values the ignition of a specific explosive composition is 
anticipated. Presented thresholds are related to 1) shear rate, 2) a pressure-, shear-rate- and 
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load-duration-dependent parameter, and 3) a parameter incorporating time-varying 
pressure and shear-rate loading. The latter two approaches are based on a micro-structural 
model. Unfortunately, results are applied only to PBX9501 or similar HMX-containing 
explosive compositions. Starting from the same micro-structural model however, one may 
arrive at a threshold parameter for PBXs containing energetic crystals other than HMX. 
Simulations of PBXs including features from the mesoscale can be categorized as follows. 
First, one can use continuum models with particle-specific features that are fitted to 
experimental data and use those continuum models as input for simulations at the 
macroscale. Secondly, one can determine the collective mechanical behavior by simulation 
of a representative volume element with the mechanical properties of all individual 
constituents. And thirdly, one can simulate the mechanical behavior in deformation 
processes directly at the mesoscale, and interpret the results in terms of probabilistic 
distribution functions of wave field variables. 
Atomic-level simulations of energetic materials can be used to predict physical properties 
such as equations of state, transport coefficients, and spectroscopic features, and to study 
fundamental processes such as energy transfer, inelastic deformation, phase transitions, and 
reaction chemistry. These are among the properties needed for the development and 
parameterization of improved mesoscale models. Depending on the accuracy of the force 
field used, these predictions can be expected to be semi-quantitative or to reveal general 
features of materials behavior in complicated polyatomic materials. Studies of the effects of 
defects, voids, or material interfaces on the physical properties and dynamic response can be 
studied in detail; although the results must be interpreted with caution if the goal is to link 
directly to the mesoscale, due to the disparity between defect sizes or number densities that 
can be simulated using MD and those that occur in real materials. 
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Multiscale Modeling of Crystalline Energetic Materials.

O. U. Ojeda1 and T. Çaǧın1

Abstract: The large discrepancy in length and time scales at which characteristic
processes of energetic materials are of relevance pose a major challenge for cur-
rent simulation techniques. We present a systematic study of crystalline energetic
materials of different sensitivity and analyze their properties at different theoretical
levels. Information like equilibrium structures, vibrational frequencies, conforma-
tional rearrangement and mechanical properties like stiffness and elastic properties
can be calculated within the density functional theory (DFT) using different lev-
els of approximations. Dynamical properties are obtained by computations using
molecular dynamics at finite temperatures through the use of classical force fields.
Effect of defects on structure is studied using classical molecular dynamics meth-
ods. Temperature induced reactions at elevated temperatures have been studied us-
ing ab initio molecular dynamics method for moderate size crystals of nitroethane.
Furthermore, while presenting the state of the art in the study of modeling ener-
getic materials, the current advances in the area as well as the limitations of each
methodology are discussed.

Keywords: Multi-Scale, Energetic Materials, DFT, MD.

1 Introduction

The need for a multi-scale modeling approach that can probe a material system
to provide a description of processes ranging from molecular level to macroscopic
behavior is nowhere more obvious than in the study of energetic materials (EM).
In order to understand the chemical, physical and mechanical behavior of these
materials one needs to employ theories ranging from quantum mechanics/quantum
chemistry, molecular dynamics with reactive an non-reactive potentials, statistical
thermodynamics, micromechanics, solid mechanics and fluid dynamics allowing
for reactions. The energetic materials are stable organic compounds with large neg-
ative enthalpies of formation, which are characterized by their ability to undergo
chemical transformations starting from the initiation of reactions at the molecular

1 Texas A&M University, College Station, TX, U.S.A.
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level to sustaining a supersonic detonation at macroscopic scale. This multi-scale
phenomenon is observed if enough external energy, either in the form of a heat
pulse or a large pressure wave, is supplied to a secondary EM so that it reacts, a
detonation front will form. In this front, a sudden increase in the material density
will be accompanied by a release of temperature, detonation products (usually hot
gases), and light, in the opposite direction of the detonation front. This sudden
release in pressure and temperature, will effect on the un-reacted mass, ahead of
the detonation front, increasing the velocity of its propagation. The time scales and
characteristic lengths can vary from a few angstroms, as in the case of lengths of
bonds and ordering of molecules within a crystal, to a few nanometers; as in the
case of the thickness of initiating reactive layer, and up to a large distance as in
the case of the of the material experiencing a shock compression of the expanding
wave. The study of effect of the steep changes in density and pressure as the shock
propagates through the media if defined through a continuum description requires
incorporation of high gradients and rapid variation of field variables (Srivathsa and
Ramakrishnan 2008). Although the theory of explosions in gas phase is well devel-
oped (Zel’dovich and Raizer 2001; Terao 2007), for a condensed detonating sec-
ondary energetic material, which is initiated by another more reactive material, like
a metal azide or perchlorates (Campbell, Holland, Malin and Cotter 1956; Volker
Weiser 2001) a molecular description is far from being complete (Dlott, Peter and
Jane 2003).

In the formulation of plastic bonded explosives, crystals of energetic materials are
fragmented and compressed with a binder. In order to describe dynamic response of
explosive determination of their mechanical properties is essential, since localiza-
tion of strain energy has long been the suspect of the formation of reaction zones
(Sewell, Menikoff, Bedrov and Smith 2003), or “hot-spots”. In addition to this,
fracture along a given plane can act as energy barriers and hinder a reaction from
completing, hence causing unexpected behavior in some cases.

In the following sections, we aim to present our current effort and relevant results in
modeling the complex behavior of energetic materials as well as referring to critical
work conducted in this area by other researchers.

We mainly will present a systematic study of crystalline energetic materials and
analyze their properties using different levels of theory: at the most fundamental
level, we study the ground state properties through the use of the ab initio and den-
sity functional theory (Kohn and Sham 1965) (DFT) methods. In this study we
have used various energetic materials such as cyclotetramethylene tetratintramine
(β tHMX), pentaerythritol tetranitrate (PETN), RDX, Fox-7 and nitromethane (NM).
We report on structure, electronic structure, and charge densities as a function of ap-
plied mechanical stimuli, under volumetric compression, and anisotropic compres-
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sion. The structural, mechanical and dynamical properties at finite temperatures are
obtained by molecular dynamics simulations with classical atomistic force fields.
From these classical simulations various macroscopic properties are extracted. In
order to study the reactions in condensed phase we have used ab initio molecular
dynamics methods at elevated temperatures. Furthermore, current advances in the
area as well as the limitations and failures of each methodology are discussed.

2 Ab Initio Level Modeling of Energetic Materials

Since the earlier studies(Perger, Pandey, Blanco and Zhao 2004); it was clear
that a systematic study of the structure and properties of energetic materials was
not a simple task that could give meaningful information by the use of a generic
basis set. For example, the initial calculated energy barrier for the rearrange-
ment(Dewar and Ritchie 1985) of nitromethane (NM) to methylnitrite (MNT) was
47.0 Kcal/mol. Later, the value of 73.5 Kcal/mol reported by Mckee(McKee 1986)
indicated dissociation of NM as the most probable pathway. Nonetheless, Hu’s
group(Hu, He and Chen Liu, Fan-Chen) reported NM breakdown via C-N bond
rupture (61.9 kcal/mol) and Nguyen’s group(Nguyen, Le, Hajgato, Veszpremi and
Lin 2003) have reported direct dissociation to CH3 and NO2 via radical formation
(63 kcal/mol). Twenty years later, investigations with a transfer Hamiltonian indi-
cates that the radical formation is the most probable pathway(McClellan, Hughes
and Bartlett 2005).

The adiabatic potential energy surface (PES) of the simplest secondary energetic
material, NM, shows a multiple energy minima’s, caused by the interaction of the
nitro oxygen atoms with the methyl hydrogen (Figure 1). We can expect a more
complex potential energy surface (PES) for larger and more complex molecules
like pentaerythritoltetranitrate (Gruzdkov, Dreger and Gupta 2004) (PETN) and
cyclotrimethylenetrinitramine (RDX).

Due to the size and low symmetry of the relevant systems, earlier studies of EM’s
focused on simple molecules (Miller 1995; Son, Asay, Bdzil and Kober 1995; Soto
1995; Soulard 1995; Tsai 1995; White, Barrett, Mintmire and Elert 1995) and the
development of electrostatic potentials(Pinkerton and Martin 1995). The appear-
ance of periodic boundary condition studies came about much later, with the use
of the Hartree-Fock approximation and tools like fixed bonds/angles to reduce the
degrees of freedom and thus the size of the calculations(Kunz 1995).

We have focused first on developing knowledge at the electronic level within the
DFT approximation on the following systems; β -HMX(Cady, Larson and Cromer
1963; Yoo and Cynn 1999; Stevens and Eckhardt 2005), FOX-7 (Gilardi and George
1984; Bemm and Ostmark 1998; Evers, Klapotke, Mayer, Oehlinger and Welch
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Figure 1: Potential Energy Surface (PES) of NM. The dihedral angle, initially at
the optimized position ca. 90◦ is formed by hydrogen, the central carbon atom and
one of the nitro group’s oxygen. Increments of 2◦ used.

2006; Meents, Dittrich, Johnas, Thome and Weckert 2008; Meents, Dittrich, Johnas,
Thome and Weckert 2008), TATB(Cady and Larson 1965; John R. Kolb 1979;
Bower, Kolb and Pruneda 1980; Lewis L. Stevens 2008), NM(Trevino, Prince and
Hubbard 1980; Bagryanskaya and Gatilov 1983; Cromer, Ryan and Schiferl 1985)
and PETN-i (Booth and Llewellyn 1947; Olinger, Halleck and Cady 1975; Olinger
and Cady 1976; CCSDT 2001).

Energetic materials systems usually have a low symmetry crystal structures. TATB,
the system with the lowest symmetry in the unit cell, has a space group P-1, only
inversion as the symmetry operation. The higher symmetry system, PETN, is a
tetragonal crystal, but its tetrahedral four arm chemical structure, with a sp3 hy-
bridized central carbon has four resonant nitro groups at the end of these arms, with
this stiffer structure, the convergence to small tolerances in both energy (smaller
than 3 10−6 eV, or 10−7 A.U.) of the self-consistent field cycle, and forces (5
10−4eV/A) is required, in ab-initio quantum chemistry calculations.
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In the case of plane-wave approximation, we have used both ultra-hard and reg-
ular projected-augmented wave method potential lists, with the use of the VASP
software. At the above tolerances used, we have found convergence to 700 eV for
normal potentials, and 1000 eV for ultra-hard potentials. K-point sampling space
converged at a Monkhorst-Pack grid size of 2x2x2. Troullier-Martin pseudopo-
tentials(Troullier and Martins 1991), as well as PAW potentials(Kresse and Hafner
1993; Kresse and Hafner 1994; Kresse and Furthmüller 1996; Kresse and Furth-
müller 1996; Kresse and Joubert 1999) for the case of plane wave basis have been
used, Further calculations on the systems have been performed with the Crystal06
package using an 6-31G* basis set.

2.1 Equilibrium Properties

Under a specified volume or pressure, the corresponding energy for each system can
be describe through the use of a proper equation of state (EOS). We have performed
calculations on the crystals of cyclotetramethylene tetratintramine (β tHMX), pen-
taerythritol tetranitrate (PETN), RDX, FOX-7 and nitromethane (NM), the results
are displayed in Figure 2, in order to determine the EOS and equilibrium properties
of each.

Studies on the thermochemical properties of β -HMX and its polymorphic phases.
(Choi and Boutin 1970; Brill and Goetz 1979; Main 1985), (Pople, von Rague
Schleyer, Kaneti and Spitznagel 1988), (Lyman, Liau and Brand 2002) for schemes
based on isodesmic (having the same type of bonds) and isogyric (spin-conserved)
in which the effect of different basis sets is explored, indicate that a larger 6-
311++G(3df,3pd) basis set on geometries optimized with the 6-31G(d) basis set
(Cobos 2005) are required. We have performed calculations with the gradient
corrected PBE functional (Perdew, Burke and Ernzerhof 1996) on single crystal
models using periodic boundary conditions. Extended basis sets(Gatti, Saunders
and Roetti 1994) with primitive coefficients for carbon, hydrogen, nitrogen and
oxygen, as implemented in the crystal06 package were employed (Dovesi, Saun-
ders, Roetti, Orlando, Zicovich-Wilson, Pascale, Civalleri, Doll, Harrison, Bush,
Ph. and Llunell 2007). Initial structures for these crystals were obtained from the
Cambridge crystallographic data base (Database 2007). For the case of molecular
crystals, the determination of equations of state is the initial step in understanding
how different changes in structure can alter the sensitivity of the material (Zeman,
S. 2007).

At each state, relaxation of the atomic positions is achieved through optimization
of the ionic degrees of freedom; cell shape is optimized through the corresponding
cell parameters. The total energies for each system at a given strained volume were
used for fitting through the Birch-Murnaghan(Birch 1947) equation of state (Birch
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Figure 2: EOS data for PETN, RDX, β -HMX and fox-7; the experimental data
(diamond symbols), and the calculated values (squares), using 6-31G*/PBE func-
tionals (squares). In each case, the Birch - Murnaghan EOS fit also shown (solid
black lines).
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1978) from which one can infer the equilibrium volume, Vo, bulk modulus at zero
pressure, Bo, and derivative of bulk modulus, Bo’, with respect to pressure. For
materials in which cohesive forces in the crystal unit cell are mostly covalent, (as
opposed to weaker dispersion forces), usually the equation of state is sufficient to
predict phase changes and their relative stability.

It is well known that the impact/shock sensitivity of the EM depend strongly on the
geometry of the contact relative to the shape of the sample, the material’s structure,
morphology and its chemical and thermodynamic properties. Finite linear stress
models (i.e., second order elastic constants) may give a best initial approximation
to the response of the material under hydrostatic pressures. PETN, which has a
tetragonal crystal structure, the optimized volume is found to be 3% higher than
the experimental one of 574.638 Å3. Comparison with experimentally observed
bulk modulus and equilibrium volumes is summarized in the following table:

Table 1: Equilibrium properties for PETN.

Vo(Å3) Bo(GPa) Bo’ Reference
600.3 14.5 6.7 (Sewell, Menikoff et al. 2003)
590.8 9.4 11.3 (Olinger, Halleck et al. 1975)
579.47 14.1 10.4 (Sorescu, Rice and Thompson 1999)
595.46 11.26 10.28 This work

Nitromethane, which is a liquid at ambient conditions, has a crystal unit cell of
orthorhombic symmetry (No.19). The equilibrium parameters are summarized in
Table 2:

Table 2: Equilibrium Parameters for nitromethane

Vo(Å3) Bo(GPa) Bo’ Reference
310.35 6.78 5.88 (Sorescu, Rice and Thompson 2000)
291.87 9.14 6.10 (Sorescu, Rice et al. 2000)
292.7 7.0 5.7 (Cromer and Schiferl 1985)
290.83 8.22 8.47 This work

The use of larger basis sets, better correlation functions, and an improvement in
computational hardware, has made DFT the method of choice of most of the ab-
initio calculations reported on energetic materials, which now encompass decom-
position mechanisms (Maharrey and Behrens 2005) studies, geometry and elec-
tronic structure optimization (Xiao, Ju, Xu and Fang 2004; Ju, Xu and Xiao 2005;
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Li, Huang and Dong 2005; Zhang, Shu, Zhao, Dong and Wang 2005), heats of
formation (Chen and Wu 2001; Korolev, Petukhova, Pivina, Sheremetev, Mirosh-
nichenko and Ivshin 2004; Qiu, Xiao, Ju and Gong 2005; Byrd and Rice 2006)
and models for correlation of sensitivity and heats of detonation (Edwards, Eybl
and Johnson 2004; Drake, Hawkins, Hall, Boatz and Brand 2005; Moore, Funk
and McGrane 2005; Zhao, Zhang and Li 2005; Badders, Wei, Aldeeb, Rogers and
Mannan 2006).

2.2 Electronic Band Structures and Charge Densities

If we let the molecular fragments stand apart at a large distance, while keeping the
translational symmetry of the system intact, and perform a SCF calculation, we
can obtain the electron density of the non-interacting system. We can determine
the difference density map between the electron density of this non-interacting
density, and the charge density obtained from the optimized crystal structure of
nitromethane. Here, we have used a linear scale, since the difference in the two
charge densities is expected to be small. The degree and number of hydrogen bonds
can also play a role in the stability and sensitivity of each type of system.

The electronic band-structure, obtained using a 8x8x8 symmetric k-space Monkhorst-
Pack integration grid, shown in the following Figure 3 for NM. We have included
the Fermi level as a dotted line, to facilitate comparison of the energy levels with
the atom projected density of states. To determine the density of states the integra-
tion path over the reciprocal space is taken along the high symmetry directions; as
displayed in the inset.

The calculated energy band gap at Γ is 1.9E-1 A.U. or 5.24 eV of PETN, Figure
4; which is a characteristic large value for an insulating crystal. There is a larger
amount of population coming from oxygen states near the valence band, while the
first conduction or exited state band is mostly populated from oxygen and nitrogen
states. This indicates the activity the nitrogen and oxygen atoms, which for ni-
tromethane arises only from the nitro groups, in the valence and conduction states.

2.3 Adiabatic Isotropic and Anisotropic Compression of Energetic Materials

If we consider that the first part of a supersonic detonation or shock is always an
adiabatic compression of the solid to the Hugoniot line, the behavior of energetic
materials through adiabatic compression is of relevance. The effect of compression
in the observed temperature has been studied for shocked states (Zel’dovich and
Raizer 2001) assuming a vanishing surface upon detonation as:

T = T0 exp

(∫ p

p0

dP
∂E
∂V + p

)
(1)
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Figure 3: The characteristic large band-gap of these materials can be observed
from the electronic band structure (far right), and density of states (center) of Ni-
tromethane. The charge density around each atom is displayed on the left.

 

Figure 4: Electronic band structure of PETN. Contribution to the first two available
regions above the Fermi energy are due to contributions mostly from oxygen and
nitrogen atoms(left). The PETN unit cell (right), the reciprocal space construct is
displayed as the outer cube concentric to the primitive cell.

There is an exponential behavior on temperature upon compression. We have stud-
ied the uniaxial compression of NM, β -HMX and PETN. Through axial planes and
high symmetry family of planes [100], [010], [001], [110], [011], [101] and [111]
axes. Prior to each deformation, the system was rotated so the desired plane was
oriented along the ‘z’ axis. We have chosen a somewhat large value of volumetric
compression maximum of 30% to understand the behavior that could be encoun-
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tered for high-pressure impacts, such as a shock. This value of compression also
gave an estimation of each system behavior without compromising the molecular
integrity, which constituted each crystal.

Due to symmetry, the compression along [100] and [010] and as well as [101] and
[011] directions for PETN are equivalent. This was also observed in the calculated
band-structures at different volumetric compression values.

  
 Figure 5: The adiabatic compression behavior of nitromethane (NM) and β -HMX.

From the total change in energy per atom for each system from Figure 5 and Fig-
ure 6, we observe that there is a higher energy requirement to attain the compressed
state for β -HMX than for the other two systems studied. PETN required a larger en-
ergy than NM to be compressed. Uniaxial compression showed the largest change
in energy per atom for β -HMX. We can correlate this energy requirement with the
trend in sensitivity β tHMX < PETN < NM.

The relationship between an increase in energy that could cause the formation and
exited states and anisotropic behavior has been proposed as the cause of anisotropic
sensitivity for some systems. We further explore this effect on an adiabatic com-
pression along particular high symmetry planes, for different systems. As the
change in energy is correlated with the change in pressure, one would expect there
would be substantial change in local temperature along the compression direction
with highest energy change.

2.4 Effect of Compression on Electronic Properties: variation of band gap.

The variation of band gap as a function of compression is investigated in these
energetic material systems. Figure 7 displays the calculated values of band gap for
PETN under hydrostatic compression up to 33%. The variation is non linear in
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Figure 6: The adiabatic compression of PETN.

volumetric strain. We observe substantial decrease in band gap values, but no band
gap closure for the volumetric strain ranges we explored (0% up to 33%).

 

Figure 7: The variation of band gap in PETN under hydrostatic compression.

For PETN and NM, we have calculated the band structure and corresponding band
gap along the EOS path. For PETN and NM, we have applied uniaxial compres-
sions along [100], [001], [010], [110], [101], [011] and [111] directions. We ob-
serve no band gap closing, even to a value that could be considered to be closed
at room temperature (ca. 26 meV) for a hydrostatic compression or for anisotropic
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Figure 8: Band structure calculation at the optimized and uniaxially compressed
states of NM.

compression. For PETN, we observe almost 2 eV decrease in [111] direction, for
NM the decrease is less pronounced even increase is observed in some directions
[100], [010] and [001]. The systematic behavior under uniaxial tension is a small
but consistent decrease in band gap in all directions tension applied. In order to
completely assess the variation of electronic structure as a function of isotropic
compression and uniaxial stress one might need to include the effect of defects.

2.5 Vibrational Spectra Analysis of Energetic Materials

Coupling of phonons to low frequency or “doorway” modes have been suggested
as an initiation path in energetic materials. In the long range limit, ab initio meth-
ods allow for the study of changes with respect to a corresponding pressure via
vibrational frequency calculations(Tokmakoff, Fayer and Dlott 1993). We have
used the optimized geometries for each system to obtain analytical first derivatives
with respect to ionic displacements. Each atom is moved in directions along the
three axis by a small step; the energy is then calculated self consistently. A to-
tal of 3N+1 calculations should be performed, but this number is reduced when
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the symmetries of crystal are taken into account, as it is commonly implemented
in the crystal06 code (Pascale, Zicovich-Wilson, López Gejo, Civalleri, Orlando
and Dovesi 2004; Zicovich-Wilson, Pascale, Roetti, Saunders, Orlando and Dovesi
2004). The analytical first derivatives are then used to construct the “Hessian” at
Γ point through numerical differentiation. The Hessian is the matrix of second
derivatives, or force constants that is diagonalized to calculate the mass-weighted
dynamical matrix. The number of eigenvalues obtained follows the 3N-6 rule for
non-linear molecules, where N is the number of atoms in the molecule and 6 modes
correspond to translations and rotations in three dimensions.

 
Figure 9: Band structure calculation results at the optimized and under uniaxially
compressed states of PETN.

Calculation of the intensities is related to the derivative of the dipole moment with
respect to the normal mode coordinate, times its degeneracy. The dipole mo-
ment can be obtained from the calculation of the Born effective charges (Zicovich-
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Figure 10: Variation of calculated band gap values of PETN (left) and NM (right)
under uniaxial compression conditions.

 

Figure 11: Vibrational spectra of the zero stress structure of NM.

Wilson, Dovesi and Saunders 2001), i.e.; the proportionality constant in the change
of polarizability in one direction, with respect to a displacement along another di-
rection.

Large integration grids (XLGRID) and number of K-points (6x6x6 mesh) are re-
quired to fulfill the Born charge sum-rule, or the neutrality of the cell. We have
further used a tolerance for the differences in the energy for a SCF calculation with
a value of 1E-8 A.U. The vibrational spectra, with intensities fitted with the use of
Lorentz fits for nitromethane, with a point group C2v (order 4), is displayed Figure
11.

Assignment of each mode has been performed by direct visualization of the eigen-
values(Ugliengo, Viterbo and Chiari 1993; Ugliengo 2006), and from referenced
work (McKean and Watt 1976; Ouillon, Pinan-Lucarre, Ranson and Baranovic
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2002). The peak, at 650 cm−1, is due to the symmetric NO bending that is accom-
panied by a C-N stretching, B2-mode. The C-N stretching mode has a frequency
of 910 cm−1, versus the reported values(McKean and Watt 1976; Ouillon, Pinan-
Lucarre et al. 2002) of 917 cm−1 and 920 cm−1. Higher in frequency, at 1088, the
CH3 deformation mode (B1) can be found(Ouillon, Pinan-Lucarre et al. 2002). The
next peak corresponds to a CH3 bending mode (δ 2), adjacent to the symmetric NO
stretching mode. The maximum at 1441 cm-1 corresponds well with the CH3 bend-
ing mode (υ10). The dominant peak at 1548cm−1 corresponds the antisymmetric
NO stretching mode.

At higher pressures, the relative intensities of low frequency modes (closer to 50
cm−1) increase with respect to the modes close to the largest NO-antisymmetric
mode. In general we can see that there is no longer a distinction in from the sym-
metric NO-stretching from the rest of the deformations with the CH3 molecule.
There are also new peaks appearing in the region from 1432 to 1473. The most
predominant peak at pressure of 13.55 GPa is the B1 mode, which is higher in fre-
quency than the other two NO antisymmetric modes (B2, B3), as compared with
the 2.89 GPa and 0 GPa states.

At 1432cm−1, the NO-symmetric stretch is accompanied by a deformation of the
hydrogen bonds of the methyl group. The symmetric stretch is not so pronounced.
We also found that the mode at 1358 cm−1 and other modes at lower energies now
have non-zero intensities; this would indicate the formation of new bonds or dipole
interactions in a regular IR experiment. Also the stretching of the C-N bond, with
an oscillation frequency of 975 cm−1, has reduced its intensity to the normalized
value of 1.

Table 3: Vibrational and ZPE corrections from vibrational frequencies. Modes
at 0 and higher pressures of Nitromethane, frequency values reported in inverse
centimeter (cm−1), pressure values reported in GPa, energy in Hartree/unit cell.

Frequency Mode
Pressure 0 2.89 13.55

1584 1589 1609 NO stretching Anti symmetric
1443 1437 1473 CH3 bending
1402 1410 1432 NO stretching Symmetric
1355 1348 1438 CH3 bending
1087 1095 1397 CH3 bending
910 926 975 C-N stretching
650 660 686 NO-CN deform

ZPE 0.1996 0.2021 0.2086
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The difficulty of assigning fixed position for the hydrogen atoms, led to the con-
clusion in earlier reports that at ambient conditions the methyl group was able to
rotate freely. We can imagine that now that at these high pressures, most likely the
methyl group is fixed, due to electrostatic interactions and hydrogen bonding (as
indicated by the large increase in the ice peak closer to 3000 cm−1).

Extension along the nitromethane backbone is limited, as indicated by the drastic
reduction of the C-N stretch mode. In this way, changes in the structure of the
crystal with respect to changes in hydrostatic pressure can be deduced. Changes in
conformation and structure can have a direct relationship to properties like elasticity
and impact sensitivity.

2.6 Mechanical Properties of Energetic Materials by DFT methods.

It is well known that high energy materials (EM’s), for which application ranges
from initiators in safety bags, detonation charges, propellants and as secondary
explosives, are anisotropically sensitive to heat and mechanical shock (Dick 1984;
Dick 1993; Dick 1997). It has been found experimentally, that these materials
may undergo detonation by unplanned stimuli. This has raised issues related to
transportation cost, safety, logistic and time burdens related to handling of these
materials.

For the formulation of plastic bonded explosives, crystals of energetic materials are
fragmented and compressed with a binder. Understanding the mechanical prop-
erties is required, since localization of strain energy has long been the suspect of
the formation of reaction zones (Sewell, Menikoff et al. 2003), or “hot-spots”. In
addition to this, fractures along a given plane can act as energy barriers and hinder
a complete reaction, causing unexpected behavior in some cases. When the applied
mechanic shear exceeds the strength of the lattice, plastic deformation arises and
multiple dislocations, growth of defects can occur. Therefore the knowledge of the
elastic properties is crucial in understanding the material’s initial response.

We have performed calculations on the crystals of (β tHMX), NM, RDX, TATB,
Fox-7 and PETN using CRYSTAL program. In our earlier work we have studied
anisotropic elasticity of various metals, ceramics and oxides using mainly plane
wave approaches (Uludogan, Çaǧın, 2006; Uludogan, Guarin, Gomez, Çaǧın, God-
dard, 2008; Kart, Uludogan, Karaman, Çaǧın, 2008; Bilge, Kart, Kart, Çaǧın 2008;
Chakrabarty, Çaǧın, 2008; Kalay, Kart, Kart, Çaǧın, 2009; Sevik, Çaǧın, 2009;
Pham, Çaǧın, 2010).

By applying small strains to the crystallographic unit cell, a change from the origi-
nal, optimized cell energy is obtained. This difference in energy can then be com-
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pared in terms of polynomial expansion, to the strain energy;

E0−E = VoCiη j +
Vo

2
Ci jηiη j+ (2)

Where Vo is the initial “un-deformed” cell volume, and η i and η j are the applied
elastic Cauchy or “engineering” type of strains. Since we are interested only on
the symmetric part of the strain tensor, we can employ the contracted or “Voigt”
notation. Ci j are then the second order elastic constants.

Ci j =
1

V0

∂ 2E
∂ηi∂η j

(3)

If we realize that the initial reference cell is subject to no additional forces, this is,
in its “zero stress” state, the first term in the expansions is ignored. Comparison
to a second or higher order polynomial fit against a strain-energy curve will enable
us to obtain the corresponding second order elastic constants. The resulting second
and higher order elastic constants can in turn be related to the anisotropic response
of the crystal to mechanical stimuli. Due to the ample experimental data avail-
able(Winey and Gupta 2001; Sun, Winey, Hemmi, Dreger, Zimmerman, Gupta,
Torchinsky and Nelson 2008), elastic constant values of PETN allow for a direct
assessment of the accuracy of the calculation. A summary is found in the following
table.

Table 4: Second order elastic constants of PETN. Comparison is made with ex-
perimental data, values in GPa. Value of the calculated Bo from the equation of
state.

6-31G*/PBE Exp Exp
(Sun, Winey et al. 2008) (Winey and Gupta 2001)

C11 17.88 17.12 17.22
C12 8.10 6.06 5.44
C33 13.44 12.18 12.17
C13 10.17 7.98 7.99
C44 5.42 5.03 5.04
C66 2.95 3.81 3.95
Bo 11.79 10.05 9.94
V 592.73 574.64 574.64

For the case of PETN, we have studied the full elastic tensor at different applied
pressures. Stability conditions for this tetragonal system are;

C11−C12 > 0 (4)
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C11 +C12 +C33 > 0 (5)

(C11 +C12)C33−2C2
13 > 0 (6)

C44 > 0 (7)

C66 > 0 (8)

The last two conditions are fulfilled clearly for all the applied pressures. This ap-
plies for the second condition two, as none of the involved constants takes a nega-
tive value. The rest of the conditions at the studied pressure values are summarized
in the following table:

Table 5: Mechanical Stability Conditions for PETN.

P c11-c12 (C11+C12)C33-2C13
2

0.00 9.78 142.35
0.12 10.90 161.44
0.25 12.27 176.68
0.41 13.58 198.24
1.39 21.46 414.79
4.25 41.54 1334.39

For crystal of other symmetries, no instabilities were found.

The value of the elastic constants can provide an insight into the anisotropic strength
of the intermolecular interactions. Although there are other various reports that try
to relate Cauchy strains with respect to pressure with the value of the elastic con-
stants, we can only take the values as approximate, as the methodology of obtaining
them is rather indirect. For example, Brand attempted to obtain the first three elastic
constants(Brand 2006) with a STO-3G basis sets and Hartree Fock approximation,
but the elastic constants were obtained from stress/strain curves, along each crystal
vector (only 3 constants total). For the case of NM, although no available data on
the elastic constants was available, the predicted higher sensitivity along the [001]
direction, as predicted by the model of steric hindrance, is supported by the lowest
value of this constant predicted in our study

Our calculated values for PETN agrees with the calculated by Gupta’s group with
sound speed experiments(Winey and Gupta 2001). Values of the bulk modulus
and its pressure derivative correspond well to the ones found experimentally by
Ollinger, Halleck and Cady, (Olinger, Halleck et al. 1975). The trend C11<C33
for this system is an indication of the increased sensitivity found along the [110]
plane. For β -HMX there has been evidence(Palmer and Field 1982) of a cleavage
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Table 6: Calculated elastic constants of Energetic Materials. For the systems, NM
and b-HMX, this represents the full elasticity tensor. Only the diagonal terms are
reported for the remaining systems. The values are in GPa.

NM β−HMX Fox-7 RDX TATB
C11 17.38 19.00 37.56 79.66 23.62
C22 11.98 17.66 19.79 18.23 76.55
C33 11.92 17.88 46.60 17.40 15.00
C44 5.02 10.65
C55 3.44 6.01
C66 4.91 8.51
C12 6.42 10.7
C13 9.19 9.93
C15 - -0.22
C23 7.13 11.81
C25 - -3.72
C35 - -2.01
C46 - -3.83

plane along the (011) plane, is further supported by the observation of a weaker
C11 constants as compared to C22 and C33. Calculated values for bulk modulus and
pressure derivatives are in good agreement with experimental observations(Stevens
and Eckhardt 2005).

2.7 Empirical Van der Waals correction to DFT energies.

Despite its successful application in many strongly bound systems, current approxi-
mations employed within Density Functional Theory(Kohn and Sham 1965) (DFT)
methodologies have been unable to correctly predict interactions that are significant
to various biological and biochemical molecules (Grimme, Antony, Schwabe and
Muck-Lichtenfeld 2007) and neutral molecule crystals like those of rare-gas dim-
mers(Tsuzuki and Luthi 2001; Tao and Perdew 2005), polycyclic and aromatic hy-
drocarbons(Suzuki, Green, Bumgarner, Dasgupta, Goddard and Blake 1992; Gour-
sot, Mineva, Kevorkyants and Talbi 2007), and energetic materials (Olinger, Hal-
leck et al. 1975; Hemmi, Dreger, Gruzdkov, Winey and Gupta 2006; Byrd and Rice
2007) (EM). Besides being a requirement for developing engineering models and
to understand the behavior of the material in the conditions of its envisioned appli-
cations, a proper description of the potential energy surface bears further implica-
tions when determining thermodynamic properties like bulk modulus, and second
and higher order elastic constants.
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It has been suggested in literature that the lack of a proper description of the equilib-
rium volumes in these molecular systems (Blöchl 1994; Kresse and Joubert 1999;
Wu, Vargas, Nayak, Lotrich and Scoles 2001; Kurita, Inoue and Sekino 2003;
Stefan 2004; Chakarova and Schroder 2005; Thonhauser, Cooper, Shen, Puzder,
Hyldgaard and Langreth 2007) can be attributed to the lack of a proper descrip-
tion of the long range induced dipoles by neighboring molecules. To overcome
this hurdle, some recent efforts have been directed towards developing method-
ologies to specific type of systems, like polymers (Kleis and Schroder 2005) or
rare-gas dimers. Some attempts to improve current description of intermolecular
forces at a higher level of theory include the choosing of a better description of the
exchange functional, with some success mostly from parameterized generalized
gradient approximations (Tao and Perdew 2005) and other hybrid functionals, i.e.;
X3LYP (Xu and Goddard 2004), the use of orbital-dependent functionals(Engel
2003), optimized effective potentials (Qin Wu and Weitao 2003) or the addition of
an external correction to the total ground state energy (Gonzalez and Lim 2003;
Stefan 2004; Ortmann, Bechstedt and Schmidt 2006). Perturbation methods, like
the spin-component-scaled MP2, have been estimated as inadequate for common
pi-stacking and hydrogen bonded interactions (Bachorz, Bischoff, Hofener, Klop-
per, Ottiger, Leist, Frey and Leutwyler 2008).

We have decided to test the idea of correcting the total energy of the equations
of state for NM and PETN, by introducing a damped Buckingham type of poten-
tial (Hepburn, Scoles and Penco 1975; LeSar 1984) that accounts for dispersion
forces. The implemented empirical term for the dispersion energy was developed
by Elstner and Le Sar (LeSar 1984; Marcus, Pavel, Thomas, Sandor and Efthimios
2001):

EvdW = ∑
i j

cαβ

6

Rαβ6
i j

f (R) (9)

The damping function used here allows a decay to zero at a value ca. 3 Angstrom,
to avoid over counting of energy due to bonding. For ease of comparison, the inner
and outer exponents are constantly kept as 7 and 4, to allow for a similar behavior
of the decay distance as previously reported results. The parameter “d”, called the
decay factor, is related to the value at which the damped function will experience
an inflexion (viz. 1/r6), a value of 3 is chosen for the present calculations. The form
of the functional is important since evaluation of fist and higher order derivatives
(e.g.; gradients, polarization, etc. . . ) is necessary for calculation of other system
properties. In this way, correction of the total energy determined from the Kohn-
Sham Hamiltonian is corrected with the addition of an Evdw term:

Etotal = EKS +Evdw (10)
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Using polarizability values obtained at the MP2 level, Williams and Malhorta(Williams
and Malhotra 2006) have obtained C6 coefficients that can be used in calculations
with the 6-21G(**) basis sets used to reproduced the energetic behavior of 24 hy-
drogen bonding and Van der Waals molecular interaction. These were obtained
from scaling DFT energies to values calculated at the MP2/cc-pVQZ level, for
dimmers like ethane, formaldehyde, benzene, water, etc.

For PETN, in which 2 type of oxygen atoms, one bridging and a pair sharing a reso-
nant bond in the nitro group are present, two different coefficients for nitrogen have
been utilized. For those interactions whose coefficients were not reported, Van der
Waals radii and coefficients have been obtained as described previously(Williams
and Malhotra 2006), based on hybridization or chemical environment of the atomic
species. We have followed the same nomenclature used by Miller, e.g.; a tetra-
hedral sp3 carbon is labeled (CTE), a sp3-hybridized oxygen is named OTE and
so forth. By means of atomic polarizability values (pα ), coefficients can then be
scaled using also the number of effective electrons, with a methodology proposed
by Halgreen. (Halgren 1992),The C6 coefficient is then obtained by means of the
Slater-Kirkwood approximation (Slater and Kirkwood 1931):

Cαβ

6 =
2Cα

6 Cβ

6 pα pβ

Cα
6 p2

α +Cβ

6 p2
β

(11)

Since R−6 interactions should dominate at long enough distances (Alonso and
Man̄anes 2007), we have considered summation of the Evdw interactions not in
one, but in a super-cell considering 4x4x4 primitive cells. Equilibrium parameters
have been additionally been obtained for the systems: m-dinitrobenzene(Trotter
and Williston 1966; Wojcik, Mossakowska, Holband and Bartkowiak 2002), 2-
4-6-trinitrotoluene (Coleburn and T. P. Liddiard 1966; Coleburn 1970; Golovina,
Titkov, Raevskii and Atovmyan 1994; Stevens, Velisavljevic, Hooks and Dattel-
baum 2008), ethanol (Brown, Slutsky, Nelson and Cheng 1988), benzene (Cox
1958; Bacon, Curry and Wilson 1964; Jeffrey, Ruble, McMullan and Pople 1987),
urea (Fischer and Zarembow 1970; Swaminathan, Craven and McMullan 1984;
Haussuhl 2001), cyclohexa-2,5-diene-1,4-dione (Boldyreva 2003) (p-quinone), Benzene-
1,3-diol (resorcinol) (Day, Price and Leslie 2001), g-glycine (Boldyreva 2008).

There is a drastic effect on the results obtained from VdW as opposed to neglect
of dispersion. Although the difference in the bulk modulus is still bigger than
18%, the small discrepancy (below 5%) between the predicted equilibrium volume
and the one used for reference in the initial calculations, indicates that an empirical
correction can be further refined to yield values closer to experimental ones, without
sacrificing computational time.
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Table 7: Effect of VdW correction to DFT energies in the calculation of elastic
constants. Values are in GPa. Volume in A3

C11 C33 C22 V
PETN-NOV 17.67 5.51 - 696.05
PETN-VDW 33.32 11.90 - 609.84
PETN-EXP 23.11 17.35 - 574.64
NM-NOV 58.68 5.25 2.36 254.11
NM-VDW 71.92 9.42 6.06 297.19

Resorcinol-VdW 26.68 57.23 41.96 490.61
Resorcinol-exp 8.60 19.50 28.80 534.70

3 Classical Force Field Based Simulations

Models like the Hugoniot equation have been applied to the processing of energetic
materials(Firsich 1984; Sun, Garimella, Singh and Naik 2005), and the effect of
detonation in pressure shock-waves has been investigated (Novozhilov 2005; Pat-
terson, Lagutchev, Hambir, Huang, Yu and Dlott 2005; Urtiew and Tarver 2005).
To this regard, constitutive relationships, like isotherms and isobars, can be ob-
tained for the unreacted crystal by means of molecular dynamics methods. We
have performed molecular mechanics and molecular dynamics calculations with
the DREIDING force fields (Mayo, Olafson and Goddard 1988) as well as the
following force fields; CVFF (Hagler, Huler and Lifson 1974; Hagler and Lifson
1974; Hagler, Dauber and Lifson 1979; Hagler, Lifson and Dauber 1979; Lifson,
Hagler and Dauber 1979; Kitson and Hagler 1988; Kitson and Hagler 1988; Pnina
Dauber-Osguthorpe 1988), Compass (David Rigby 1997; Sun and Rigby 1997; Sun
1998; Sun, Ren and Fried 1998) and Universal (Rappe, Casewit, Colwell, Goddard
and Skiff 1992).

Whenever the force field assigned atomic charges were not available (i.e. Uni-
versal, DREIDING), a charge equilibration method: the QEq method (Rappe and
Goddard 1991) employed for charge assignments. For these simulations, with the
Isothermal Isobaric ensemble (NPT) the code LAMMPS (Plimpton 1995), Cerius2
and Materials Studio have been used. Multiple in-house scripts and codes have
been developed to analyze and perform data analysis.

We have found that for the pressures closer to ambient conditions, NM will have
the largest thermal expansion.

In common applications, compression of EM’s with a polymeric binder facilitates
casting and machining. This is usually done with a small weight percent of binder
included in the formulation. For example, composition LX-16 has 96%w PETN
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and the rest as polymer binder (1980). Heterogeneities in the microstructure of
polymer-bonded explosives raise difficulties in understanding trends like sensitiv-
ity and mechanical properties, as compared to the homogeneous material. Unlike
other systems, e.g.; metals, the effect of plasticity in detonation properties of ener-
getic materials remains a nascent topic; processing parameters can have an effect in
the sensitivity of the energetic materials. Crystals purified with different solvents,
e.g.; cyclohexanone or acetone, will produce different number of cavities and voids
(Lionel Borne 1999), and become sources of dislocations. Changing from cyclo-
hexanol/ethanol to γ-butyrolactone/water change the crystallization morphology of
RDX from small crystallites to dendrites (Antoine E. D. M. van der Heijden 2008).
The effect of the void and vacancy concentration has been suggested to have an
effect in the sensitivity of systems like RDX and HMX (Ruth M. Doherty 2008).
Crystallization conditions will also have an effect on the specific morphology of
the grown crystal habit (Zepeda-Ruiz, Maiti, Gee, Gilmer and Weeks 2006).

Understanding the thermodynamic and elastic effects in sensitivity can help tailor
some of the applications of EM’s to the civilian realms..(Lozano and Fernandez
2007), and also reduce associated hazard of transporting and handling of the mate-
rials. The prepared crystals are usually compressed to achieve high density either
with other type of energetic materials, or with a plastic binder. Detonation pressure
for a given system will depend (Hartmut Kröber 2008) on the density of the mate-
rial; therefore, compression to achieve high density in this binder-energetic material
matrix is performed. Since there is a small weight percent of plastic binder, stresses
localization caused by the close contact of different crystal faces can be expected,
specially under conditions of high stress rate (as in direct impacts) or supersonic
shock strains.

3.1 Effects of Defects in Energetic Materials.

It has already been shown that defects have an effect on the sensitivity to impact
of the energetic materials. We want to explore the effect of crystal defects on the
anisotropic mechanical response of the energetic materials under both hydrostatic
and axial compression, and with the application of shock. It has been suggested
that grain size and orientation more than void concentration can have an effect on
the detonation pressure of some energetic materials (Czerski and Proud 2007; Lan-
derville, Oleynik and White 2009). By means of molecular dynamics simulations,
we show the results of the studies on a commonly used secondary explosive; PETN,
which has an anisotropic response to shock detonation. The goal is to understand
the role of deformation mechanisms in the initiation of the energetic materials.

The slip plane has been suggested as the (110) plane, with possible Burgers vectors
in <111> (Gallagher, Halfpenny, Miller, Sherwood and Tabor 1992), other studies
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suggest the formation of a slip system in [110](001) (Dick 1984). By means of layer
projection, we have created large super cells (up to 868 molecules) of the latter, and
studied by means of molecular mechanics and molecular dynamics simulations.
Creation of the [110]- and [001]- layers with 3-D periodic boundary condition was
performed initially on the single crystal system. This layers were then expanded to
a matching length of ca. 35 A per side. Stacking along the z-axis of the [001] was
used for alignment. This created the first set of bi-crystals for simulation. After
the results of molecular dynamics simulations were obtained, a larger grain system
was set up. In this case the z-direction was doubled in size, with the intention of
reducing the finite size effects of the stacking fault in the grain system. The crystal
packing of PETN facilitates identification of a discrete number of layers on each
side of the grain system.

In order to assess the quality of the force fields, molecular dynamics simulations
have been performed in a large (4x4x6) super cell of PETN. The initial applied tem-
perature (50K) was ramped in increments of 50K up to a value of 550K. Averages
were obtained for the last 40 ps from the 60 ps run. Equilibrium volumes at 300K
(621 Å3) are comparable to the experimental reported values(Booth and Llewellyn
1947).

From these runs initial structures of obtained for the succeeding molecular dynam-
ics simulations to obtain the relaxed system’s energies, at 50, 250 and 300K. The
initial 50K temperature is employed in order increase the temperature gradually of
the system to the target value of 300K. There is already a change in the density of
the material when prepared along one phase, as compared to the denser packing
found in the [110] direction. There is a stacking fault caused by the atom mismatch
in the inter-planar spacing of the [110] direction as compared to the [100] direction.

The surface energy is calculated using the following formula:

∆E = E1−nE0 (12)

Here E1 indicates the grain system energy, Eo the minimum energy per face (Eo/2)
and n is the number of molecules in the system.

From molecular mechanics calculations, which were iterated up to 2000 steps, with
a convergence on the energy of 10−3 Kcal/mol and a convergence on the forces of
0.5 Kcal/mol/Å, we are able to obtain the energetic of the formation of the system.
The first set of results can be observed in the following figure.

Molecular Dynamics Simulations show also a positive energy of formation for the
interface. In here, we have been able to construct a thicker bi-crystal. We can see
a change in the energy profile close to 9. Closer inspection of the structures shows
a change in the crystal orientation, caused by the plane mismatch. We see also a
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Figure 12: Vibrational spectra of NM, (IR region), corresponding pressure of 13.55
GPa.

reduction in the total energy with respect of temperature.

At the interface, there seems to be a larger number density of nitro groups expand-
ing from the [110] crystal, this could explain the increased reactivity observed for
compressions along this direction. Formation of the grain system shows an initial
change in the density of material, although the density increases to with the number
of layers, it is not expected to reach the value of the defect free system.

After the initial observation of the effect of crystal orientation and sensitivity found
in PETN by Dick(Dick 1984), a model of steric hindrance was put forward. In this
model, it is assumed that sensitivity will be related to the number of intermolecular
close contacts that can be found when straining along a particular direction. Based
on surface etchings, Sherwood (Gallagher, Halfpenny et al. 1992) has reported a
Burgers vector as b<1,-1,1> and a length of 1.48 nm. Their study has concluded
that for the suggested slip system, steric hindrance would be limited to half as the
one observed in our studied system; Although both in the early reports by Dick and
Sherwood, acknowledge is made to the high number of intermolecular contacts
is made in the (110)(001) grain system, no further discussion is presented. Our
simulations indicate that possible smaller Burgers vector can be realized for this
type of grain.

4 Ab initio Molecular Dynamics Simulations

The specific properties of high performance and sensitivity have to be considered
for stable energetic materials. Higher risk efforts are underway to explore the pos-
sibility of meta-stable energetic materials. There has been extensive research to
measure the kinetics and elucidate the mechanism of their decomposition for a long
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time. The study of thermal decomposition mechanism is essential to engineering
design and fundamental to the design and optimization of materials. The kinetics
of thermal decomposition is expected to illustrate the mechanisms of initiation and
stability. In this section, we will focus on the decomposition pathways in gas-phase
and investigate their thermodynamic properties in condense phase, from molecular
dynamics simulations within a ‘first principles’ methodology.

C–NO2 bond rupture is often suggested as an initial step in the thermal decom-
position of nitro compounds, because the attachment of nitro groups is relatively
weak(Manaa and Fried 1998; Manaa, Reed, Fried and Goldman 2009). The C–N
bond dissociates without an apparent transition state structure, and affords two rad-
icals. The calculated reaction enthalpy for gas-phase nitroethane to form radicals
is 56.1 kcal/mol at the B3LYP/6-31+G(d) level. To better understand the C–NO2
bond rupture, a detailed reaction profile was calculated as a function of C–NO2
bond length.

The converged (10−7 atomic units (au)) wavefunctions from the initial position
were used as initial guess for the first Car-Parrinello molecular dynamics run. Since
the initial gradients can be very large, an initial kinetic energy of 50K was used.
Atoms were allowed to move, and then the kinetic energy was slowly removed.
From this “annealing” procedure an equilibrium configuration of the electron den-
sity and ionic positions was obtained. The electronic density for each atom was
used for the Parrinello-Rahman microcanonical ensemble simulations that followed
the damping run.

 

Figure 13: Isotherms for PETN(left), NM(centre), and TATB (right)

An initial equilibration run of 2000 steps, with a step size of 4 au (1 au= 0.024188843
femtoseconds). Then a longer run of 2000 steps, with velocity scaling of 200 K was
realized, All at 50K and doubled initial temperature. We see from the instantaneous
values (Figure 19) that the system is closer to its equilibrium configuration. The
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Figure 14: Structure Parameters of TATB at different pressures.

conserved energy (E-con) is in fact stable ca. -225.1261 Hartree. From these simu-
lations we can extract the average value of the electronic (fictitious) kinetic energy,
and use as input for constant temperature simulations, with Nose thermostats for
the ions and the electrons. This simulation can further be used to obtain equilibrium
values and averages at higher temperatures. An upper limit of 300K is proposed,
with increments of 50K and averages of 80000 steps.

At the detonation transition, the temperature of NM has been estimated(Bouyer,
Darbord, Hervé, Baudin, Le Gallic, Clément and Chavent 2006) as 2500K Tem-
peratures in excess of 104 K have been found (Tarasov, Karpenko, Sudovtsov and
Tolshmyakov 2007) in compressed air inside detonating PETN.

After the equilibrium volumes were found, a larger Nitroethane cell was con-
structed, with an approximate density of that of the liquid (1g/cm3). Here again
the challenge was first to obtain an appropriate wavefunction to be used in calcu-
lations at higher temperatures. The obtained wavefunction was used as input to
perform car-parrinello molecular dynamics at constant volume and energy. This
procedure applied to explore determining any or which chemical reactions occur-
ring at a given elevated temperature.

From the different snapshots taken at this initial step, we see even at the lower
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Figure 15: [110] plane (TOP) and [001] layer of PETN. Bottom: [110][001] Grain
boundary system of PETN

 

Figure 16: Change in energy and density with respect of number of layers (left), 8
layers system observed from the [001] direction.(right)
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Figure 17: Change in Energy with respect to bi-crystal thickness
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Figure 18: Interface at the [001] direction (LEFT) and the [110] plane(RIGHT),
snapshot from the MD simulation at 250K. Oxygen atoms represented in red, ni-
trogen in blue and carbon as gray (hydrogen is white)

 

Figure 19: Internal energy of NE as a function of temperature (LEFT); Instanta-
neous values for the components of energy for 2000 steps of MD simulation of
Nitroethane.

temperature of 1000 K, that the initial bond to break is the NO2-ethylene bond.
Mulliken population analysis shows a large positive charge on nitrogen (0.65) and
a large negative charge on the nearest carbon, -0.67. The Mayer bond order for this
atom is less than one (0.68), indicating a looser interaction as in a regular sp3 bond.

In a recent study, Mathews et al (Mathews and Ball 2009) analyzed the optimized
bond lengths and structures of amino substituted nitroethanes, their equilibrium
bond distances were never in excess of 1.7 Å. Kwok have suggested a very fast
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Figure 20: Running average of the larger 15 molecule NVE simulation run (left).
Electrostatic potential mapped into the molecular charge density isosurface (0.16
Hartree).

transfer from an exited NO2 to the C-N bond as this was suggested as the primary
mechanism as studied from Raman spectra (Kwok, Hung and Phillips 1996). Our
results indeed find that even in the initial phases of equilibration, NO2 bond scission
occurs for temperatures of 2000K.

5 Concluding Remarks

Based on known compounds, current theoretical calculations are made to design
new possible compounds with desirable properties (Kim, Lee, Hyun, Park, Kwack,
Kim, Lee and Lee 2004; Zhang, Shu et al. 2005; Zhang, Liu and Lv 2005). Al-
though up until 2004 results using the Hartree-Fock method were usually reported;
this has largely evolved to the uses of larger basis sets and exchange correlation
functions within the density functional theory (DFT) formalism. Latter use of
molecular dynamics and other atomistic level modeling has shown of use when
studying the effects of temperature and defects.

Although the value of the C11 constant correlate directly with the experimentally
observed sensitivity of the particular systems, (namely TATB > Fox-7 > RDX >
b-HM > PETN > NM, TATB, being the most insensitive), prediction of the reactiv-
ity and sensitivity of an explosive is complex since it depends on the interaction of
mechanical, chemical and thermodynamic conditions. For a perfectly symmetric
crystal, compression up to close the initiation pressure showed no signs of me-
chanical instability. Adiabatic compression showed the largest change in energy
for β -HMX. We can correlate this energy requirement with the trend in sensitivity
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β -HMX<PETN<NM. Through the calculation of the effect of pressure upon band-
gap closing, we can conclude that metallization as the initiation step in an adiabatic
uniaxial compression of a perfect crystal can be excluded.

In addition to this, fractures along a given plane can act as energy barriers and
hinder a complete reaction, causing unexpected behavior in some cases.

We have studied the [110][001] system in PETN. Γ surface calculations showed
interaction in the surface of these grains up to molecular layers. Observed changes
in density resulting from the stacking of two grains can have an effect on the det-
onation pressure. Molecular dynamics simulations have shown the effect of tem-
perature. Constant temperature constant pressure dynamics on large systems have
shown a higher number of nitro groups oscillating at the interface. Comparison
with other types of systems could provide information about the effect of higher
nitro number density in the reactivity and sensitivity to detonation. The observa-
tion of the increased stability with respect to applied temperature could indicate the
formation of this interface at extreme conditions available through compression or
heating. Quenching to lower temperatures would nonetheless render the interface
unstable.

Explicit modeling of the electronic degrees of freedom at finite temperatures has
emerged as a possibility within the Car-Parrinello method. Here, dynamic behav-
ior at different temperatures that govern the behavior of energetic materials can
be studied. Processes like hydrogen bonding, structure evolution and preferential
conformations can be easily observed. In our particular case study, fission of the
C-NO2 bond is identified as the initial step of nitroethane thermal decomposition.
This is confirmed by Mulliken population analysis.

With regard to novel high energy compounds, multiscale modeling could be applied
to the study of nitrogen rich compounds (triazolium salts, and their amino and azido
substituted relative compounds) and the effects of the structure. The family of nitro-
gen rich extended ring systems, triazolim, tetrazolium, by-ciclic salts, utropinium,
and tetrazine can be compared. These higher volume salts seem to have increased
stability to air, light and a low temperature emission. It has been commonly stated
that strain in the molecular structure can be related to the detonation pressure and
pressure velocity. Elasticity measurements for these compounds will be of spe-
cial interest for compounds like cubane and azetidinium based compounds, versus
aromatic nitrogen salts, like imidazole based compounds.
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a b s t r a c t

First principles and molecular dynamics methods where used to study energetic materials (EM) of
varying sensitivity, particularly nitromethane (NM) and pentaerythritol tetranitrate (PETN). Molecular
and electronic structure, as well as anisotropic elastic properties, variation of charge distributions, and
stress-strain behavior of these three materials were investigated. Information obtained from different
levels of theory is useful to reveal and assess the anisotropic sensitivity of the studied systems. For NM,
we observe a crystallographic phase transformation and a drastic change in its mechanical behavior.
PETN is observed to be mechanically stable within the studied pressure range, with a marked anisotropic
behavior when compressed at elevated temperatures.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Applications for energetic materials (EM) range from initiators
in safety bags to detonation charges, propellants and secondary
explosives. It has been found experimentally that these materials
may undergo detonation by un-planned stimuli. It is well known
that high EM’s display anisotropic sensitivity to heat and/or
mechanical shock (Dick, 1984, 1993, 1997). Naturally, this has raised
serious issues associated with safety, logistics, and time burdens
related to handling of these materials, as well as the cost associated
with these issues. To understand their behavior, various physical
and chemical correlations have been proposed (Shaw,1973; Zeman,
1995). Properties like the number and positions of the substituents,
bond length, and partial charges of the molecular constituents in
the gas phase, have been used to correlate the trends in sensitivity
of these mostly nitro group containing molecular crystals (Brill &
James, 1993).

For processing of plastic bonded explosives, crystals of EM’s are
fragmented and compressed with a polymer matrix binder. Local-
ization of strain energy has been the suspect of the formation of
reaction zones(Sewell, Menikoff, Bedrov, & Smith, 2003), or “hot-
spots”. Thus, a clear understanding of the relevant mechanical
properties is essential. In addition to this, compression along
a given plane can act as energy barriers and hinder a complete
reaction, causing runaway reactions and unexpected behavior. In

this sense, observed reactivity and sensitivity of an explosive is
influenced by an interplay between mechanical, chemical, and
thermodynamic conditions. The prerequisite for the prevention of
unexpected behavior while processing of EM’s is to understand the
phenomena at the molecular level, which requires assessment
beyond empirical correlations.

Before any bond breaks and reactions occur, an orbital has to get
polarized and charge localization increases at certain group atoms
or chemical groups. Molecules interacting with each other, as in
condensed phase, can give rise to charge localization not observ-
able for the same isolated molecule. Even though there are
numerous attempts to correlate the electronic properties as
calculated from gas-phase and quantum chemical studies
(Li, Huang, & Dong, 2005; Badders, Wei, Aldeeb, Rogers, & Mannan,
2006; Byrd & Rice, 2006; Hu, He, & Chen, 2002; Zhang, Shu, Huang,
et al., 2005; Zhang, Shu, Zhao, et al., 2005; Manaa & Fried, 1998;
Manelis, 2003), studies that relates charges in molecular crystal at
different conditions are scarce (Byrd & Rice, 2007; Sorescu, Rice, &
Thompson, 1999; Kuklja & Kunz, 1999). In case if only the gas phase
studies used in correlations, the results will be in contradiction
with observed experimental trends(Hu et al., 2002).

First principles based computational methods (ab initio
quantum chemistry, density functional theory, molecular dynamics
with accurate interaction potentials) are shown to be suitable to
study different thermodynamic properties (Yuan & Smith, 2009;
Woodward & Ketchum, 2001) at multiple length and time scales.
This enable researchers to employ ‘virtual experiments’ to study
the energetic behavior and crystallographic phase changes at
elevated temperatures and pressures without the risk of exposure
to unsafe conditions. For instance one can study the highly reactive
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molecular crystals at the ground state through the use of density
functional theory (DFT)(Kohn & Sham, 1965). One can include the
effect of temperature and pressure through the use of molecular
dynamics (MD), employing time averages over the trajectory to
determine thermodynamic properties. More specifically, DFT can
also be used to determine pressure dependence of second order
elastic constants, variation in charge localization under the influ-
ence of applied pressure or anisotropic mechanical loads, such as in
response to uniaxial compression or applied shear stresses. More
specifically MD is valuable to obtain molecular level information
under extreme conditions such as shock or hypervelocity impact
where fast evolution of thermodynamic states need to be observed
and assessed within short time scales (Arman et al., 2011).

Herein, we present a systematic study of the mechanical
properties as a function of external pressure for nitromethane
(NM) and pentaerythritol tetranitrate (PETN), which have distinct
impact and shock sensitivities (Gibbs, Popolato, & Baytos, 1980;
Winey & Gupta, 2001). For example, PETN has a reported impact
sensitivity which ranges between 12 cm and 27 cm (height for 50%
chance of detonation) in drop hammer tests (Gibbs et al., 1980), as
compared to a value higher than 320 cm for NM. PETN is known to
be moderately sensitive to shock compression, while NM is
sensitive to shock detonation. We will attempt to correlate these
properties with overall thermodynamic behavior using DFT and
MD methods. The main objective is to find information at the
different level of theories employed, and compare and contrast
system related information on the processes that could lead to
unsafe behavior.

2. Theory and methods

By means of localized basis sets that are used to represent all-
electron systems, we performed first principles calculations on
the crystals of PETN and NM. These calculations are conducted
within DFT(Kohn & Sham, 1965) level, with gradient corrected
Perdew-Burke-Ernzerhof (PBE) functional for exchange and corre-
lation(Perdew, Burke, & Ernzerhof, 1996). For these calculations we
use extended basis sets(Gatti, Saunders, & Roetti, 1994) for carbon,
hydrogen, nitrogen and oxygen, as implemented in the crystal06
package(Dovesi et al., 2007). Initial structures for these crystals are
obtained from the Cambridge Crystallographic Database(CCSD,
2007). Energy convergence was found for a mesh of 4 � 4 � 4
grid size used for inverse space sampling. Analytical gradients are
used to relax the ionic degrees of freedom(Perry, 1978; Bernhard
Schlegel, 1984) at different strained states.

An important part of themodel used to represent properties and
processes in nature lies in the level of accuracy and precision of the
employed methods. The most common Gaussian or atom-localized
basis sets of current use are the split valence basis sets (Towler,
Zupan, & Causà, 1996; Binkley, Pople, & Hehre, 1980; Ditchfield,
Hehre, & Pople, 1971). Quality of our basis sets have been vali-
dated by a set of calculations on the molecular crystal of ure-
a(Civalleri, Doll, & Zicovich-Wilson, 2006) and other molecular
crystal with known binding energy (BE) or sublimation enthalpy.
One has to avoid the use of too few functions, which leads to drastic
errors in reproducing experimental properties. Another effect to
consider is the superposition of basis sets from neighboring atoms
(BSSE); this is reduced if a large enough basis is used. We have
employed three different type of sets; Ahlrichs’ triple-split valence
(TZP) basis set(Schafer, Horn, & Ahlrichs, 1992), the 6-21G basis and
our modified 6-31G* basis. For the latter two basis functions, the
first digit indicates the number of Gaussian functions that represent
core atomic orbitals, and the last two indicate the number of
functions used for the valence orbitals. The TZP basis set is the
largest one of the three sets employed here.

Full optimization with the different basis sets was performed.
The results summarized in Table 1. Energies are reported to the last
digit of the imposed tolerance for each self-consistent cycle
(1 � 10�7). V0 stands for the equilibrium unit cell volume in Å3, as
calculated by relaxing all the cell and ionic degrees of freedom. The
BE of the urea crystal was estimated to be �98.48 kJ/mol, which
compares well with the experimental(Ferro, Barone, Della Gatta, &
Piacente, 1987) sublimation enthalpy of �94.3 kJ/mol. From BE
values, we see a basis set that reproduces qualitatively the exper-
imental result. The BSSE lies between that of a contracted 6-21G*
basis, and the more expensive Ahlrichs basis set.

For calculations with localized basis sets, the effective pressure
values corresponding to each compression value is obtained by
fitting the results to a widely used Birch-Murnaghan (BM) equation
of state (Birch, 1978). The fourth order BM equation of state has the
following form;

P=Bo ¼ 3f ð1þ 2f Þ
5
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1� 1
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�
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Where;

V=Vo ¼ ð1þ 2f Þ
�
3
2 (2)

And;

d3
d2
¼ 12� 3B0o (3)

d4
d2
¼ 9BoB00o þ 9ðBoÞ2�63B0o þ 143 (4)

This equation of state allows for larger range of volumes, pres-
sures and other thermodynamic properties to be correctly pre-
dicted. Here, V is the unit cell volume at a given thermodynamic
state, B0 stands for the equilibrium bulk modulus at zero pressure,
while B0o and B00o represents the first and second derivative of the
bulk modulus.

In order to obtain the anisotropic mechanical properties
(namely the second order elastic constants) for NM and PETN, we
use the finite strain method. By applying finite strains to the crys-
tallographic unit cell, a new cell structure (representing the
strained form) is obtained. The difference in energy (strain energy)
can then be computed in terms of a polynomial expansion in strain
tensor (Wallace, 1972);

E � Eo ¼ Vosijeij þ
Vo

2
cijkleijekl þ.:: (5)

In this case, E0 is the reference ground state energy, or the
energy of zero-strain state; eij and ejk are the Cartesian strain tensor
components. The stress tensor components are sij, and cijkl is the
elastic constants tensor. The first term vanishes in a zero-strain
state. We can determine the corresponding elastic constants cijkl,
by applying specific strain states to the reference system. Owing to
the symmetry of the elasticity tensor, and to simplify, we employ

Table 1
Formation energy of urea, as calculated from different basis sets. Total energy
reported in atomic units (A.U.).

Basis set Energy/A.U. V0/Å3 BSSE/KJ/mol BE/KJ/mol

6-21G* �449.7130153 136.345 97.05 �96.94
6-31G*M �450.2513153 145.137 41.00 �98.48
Ahlrichs �450.0698772 156.486 7.94 �88.38
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the contracted “Voigt” notation; replacing the Cartesian tensor
indices by Voigt indices: 11 ¼1, 22 ¼ 2, 33 ¼ 3, 23 ¼ 4, 31 ¼ 5, and
12 ¼ 6, for stress, strain and elastic constants. The second order
elastic constants, CIJ are then given by the second derivative of the
strain energy with respect to the total energy as:

CIJ ¼
1
Vo

d2E
dhIdhJ

(6)

In this expression the symmetric finite strain tensor compo-
nents are now replaced by the 6-dimensional vectors: hi and hj.
Fitting the strain energy calculated for each applied strain to
a second or higher order polynomial then enables us to obtain the
corresponding second order elastic constants. The number of
independent elastic constants is determined by the symmetry of
the crystallographic system. The resulting elastic constants repre-
sent the anisotropic response of the crystal to mechanical stimuli.
We obtain them by using a total of 6 equally spaced strain values, in
addition to the reference or ‘unstrained’ state, and up to a value of
3% of maximum tensile and compressive strain. For the case of
empirical corrections to the DFTenergywe employed an estimation
of dispersion or ‘C6’ coefficients through a parametrization based
on atomic polarizabilities (D-DFT). We refer the reader to special-
ized literature (Grimme, Antony, Schwabe, & Muck-Lichtenfeld,

2007; LeSar, 1984; Marcus, Pavel, Thomas, Sandor, & Efthimios,
2001; Thonhauser et al., 2007; Kohn, Meir, & Makarov, 1998).

Additionally, MD calculations have also been performed.
Whenever force field assigned atomic charges were not available,
the charges are determined from the Charge Equilibration (QEq)
method(Rappe & Goddard, 1991). For these simulations with the
Isothermal Isobaric ensemble (NPT), the codes LAMMPS(Plimpton,
1995), Cerius2, and Materials Studio have been used. An equili-
bration time of at least 400 ps (ps) is required for all the runs, with
the averages taken over 200 ps long samples of an MD simulation
with an integration step size of 1 fs (fs). Nosé-Hoover thermostats
and barostats are employed (Martyna, Tobias, & Klein, 1994;
Parrinello & Rahman, 1981). Information at the different simulation
scales approached here will be correlated with experimental data,
when available.

3. Results

3.1. Mechanical properties

Here, we analyze in detail the energy vs. volume behavior of
primitive unit cells of NM and PETN, composed of 4 and 2 mole-
cules, correspondingly. A discontinuity in the energy-volume curve
of NM is observed in the corresponding pressure value of 3.5 GPa,
or 220 Å3, see Fig. 1. Upon transition to this state, there is a change
in volume close to 20 Å3 or 10% reduction. Additionally, a change in
the point group symmetry to P21 (Table #4) from P212121, after the
transition at 3.4 GPa is found. The pressure behavior of the elastic
coefficients was obtained.We still observe a transitionwith a larger
inverse space integration grid of 6 � 6 � 6 rather than the earlier
4 � 4 � 4 grid. The discontinuity is found close to a hydrostatic
pressure value of 3 GPa(Fig. 2). The predicted bulk modulus and
equilibrium volume for NM, as obtained from localized basis set
calculations, are found to be 288.6 Å3 and 9.95 GPa. They compare
to the experimental values(Winey & Gupta, 2001) of 285 Å3 and
10 GPa.

The bulk modulus of PETN is in agreement with the ones found
experimentally by Ollinger and Cady(Olinger, Halleck, & Cady,
1975), with values of 11.36 GPa vs. 9.4 GPa. We found good agree-
ment with their calculated values, as well as in the Vo (592.73 Å3 vs.
574.64 Å3).

As opposed to NM, PETN does not show any mechanical insta-
bility, as observed from its behavior for compressions up to 6 GPa.
This is shown in Fig. 3. Considering, the typical impact tests pres-
sures in the 1 GPa range, and shock or flyer plate test experiment
pressures of 3e7 GPa, the discontinuity would be observed close to
a shock compression. The bulk modulus as obtained from the Voigt

Fig. 1. Energy vs. Volume curve for NM. We observe a discontinuity in the calculated
equation of state. The symmetry of the unit cell changes form P212121 (supercell on the
right) to P21(supercell on the left) at a volume close to 220 Å3.

Fig. 2. Elastic stiffness coefficients of NM. The observed discontinuity ca. 3 GPa can be observed in elements C11eC13 (left), as well as in the shear constants C44, C55, C66 (right).
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average of the individual anisotropic elastic coefficients (11.79 GPa)
in very close agreement with the one obtained from our 4th order
BM equation of state (11.36 GPa).

3.2. Uniaxial compression, ground state

Localization of energy and the corresponding formation of hot
spots by compression along particular crystallographic planes can
be estimated by the changes in energy observed under uniaxial
compressions. This can be represented, for example, through the
use of a Gruneissen type of equation(Zel’Dovich, 1968). The devi-
ation from a continuous or monotonic change indicates a highly an-
harmonic behavior. These results can be observed in molecular
crystals, since molecular packing and geometry changes are
possible through changes in bonding, torsion and dihedral angles
for attaining the lowest enthalpy state of the crystal under applied
pressure/stress unlike other materials like metals or ceramics.

For both systems, we found a drastic change in the energy of the
system when compressed to 25% of its original volume. Notice the
anisotropy found by comparing energy difference at the maximum
strain values in Fig. 4 and Fig. 5, we observe the uniaxial
compression of NM and PETN, within quantum level DFT calcula-
tions. For both systems, there is a region of steep energy change,
below 1% strain values. After this, different planes behave differ-
ently, in terms of the energy required for compression. This is also
an indication of the energy that will be released when a relaxation
to initial conditions occur.

At the highest strain value studied here, for NM (Fig. 4), the
<001> and <100> show the largest energy change, by almost
10 meV per atom, when compared to the other planes. Below 9%

strain, the<111>,<110> and<101> directions showhigher energy
differences when compared to the other planes. For this strain level
the largest energy differences found between the [100] plane and
the [010] plane, which is now smaller than 2 meV/atom. For PETN
(Fig. 5), the [010] plane has a higher energy difference of ca. 50
meV/atom as compared to the [001] plane. In contrast, at
a compression value close to 8%, the <110> and <001> uniaxial
compressions energy differences are below ca. 1 meV/atom, as
compared to the rest of the high symmetry directions.

3.3. Charge behavior

Since it is commonly assumed that the first step in the initiation
of the nitro aliphatic and ester nitrates through the bond breaking
(homolitic) of the R-NO and RO-NO2 groups, we investigate the
changes in formal charges measured from Mulliken charges using
overpopulation analysis.

The formal charge, as obtained from the atomic number minus
the overpopulation in the particular atom, is calculated for the
systems under consideration (Fig. 6, Fig. 7). We observe that the
behavior is highly anisotropic, with the values of initial charges
differing in the highest compressed state.

For the nitro group of the PETN crystal, the largest change in
polarization can be observed for <111>, at the maximum strain
value of 30%. The polarization for this family of planes is also
observed from the ester oxygen atom and the ester carbon atom,
with a maximum close to 20% strain.

For NM, we observe an interesting behavior for the charge of the
nitro groups, as the crystal is strained along the [111] direction
(Fig. 7). In this case, the maximum occurs at strain values close to

Fig. 3. Changes in the calculated elastic stiffness coefficients of PETN.
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Fig. 4. Uniaxial compression of NM. Complete range of anisotropic strains studied (A). Results of strain comparable to values smaller than 10 GPa (B).
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15%. The charge of the nitrogen atom, shows the largest change in
formal charge, when compressed along the [001] plane, for values
larger than 25% strain.

3.4. Effects of temperature and pressure

At elevated temperatures, we have mapped out the stress-strain
behavior of the energetic material PETN (for which a phase change
ca. 8 GPa has been reported). This is done by generating data on
a multidimensional grid of stress values along unique strain
directions, based on crystal symmetries. Starting from a slow
heating of a 4 � 4 � 6 supercell from 50 K to 300 K, where we
equilibrated the system for over 10 ns. The Molecular Dynamics
simulations show curves that differ drastically from an expected
uniform/isotropic behavior. From finite temperature evaluation of
the equilibrium volumes, we obtain a unit cell of 289.90 Å3 at 150 K
for NM, and a value of 657 Å3 at 300 K for PETN. Although our

model over-estimates Vo for both NM and PETN, they are compa-
rable to reported values ca. 285 Å3 and 630 Å3 correspondingly
(Booth & Llewellyn, 1947; Trotter, 1963).

In Fig. 8, we present the changes in enthalpy and internal
energy, at different applied external stresses for the studied
systems. In both cases we see a change in the slope of the energy
change, along particular directions. For the case of PETN, we
observe that the <001> direction shows an interesting behaviour
since it reaches a plateau after 0.4 GPa, in which there is a small
change in energy up to 1 GPa. In contrast, the changes in energy in
the <010> and <110> directions show a change in curvature after
the value of 0.4 GPa. A changes in the structure of the PETN
molecules along this crystallographic plane is expected. For NM,
this occurs near pressures of 2 GPa, while for PETN this occurs for
pressures close to 1 GPa and smaller. For NM, the most dramatic
changes in enthalpy occur for the <111> and <001> directions. In
addition to this, there is a discontinuity, in both enthalpy behavior
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Fig. 6. Change in formal charge for the nitro group in PETN(Top-left), and for the ester oxygen (center). Change in formal charge for the ester carbon (right).

Fig. 7. Change in formal charge for the NO2 group (left), nitrogen (center) and carbon (right) of NM.
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and lattice parameters upon compression for the <111> direction
(Fig. 9). Volume change is larger for this unaxial compression.

Applied uniaxial stresses could lead to localization of stress, in
the form of shear stresses that develop upon compression for the
PETN system (Fig. 10). The <111> direction shows no increase in
shear stresses upon application of uniaxial loads in this compres-
sion direction, for PETN. We notice that for this insensitive 111-
direction, there is almost no stress increase. In the case of <010>
this strain is not symmetric, indicating that the original point group
of the system is not favored upon compression. There are tensile
shear stresses in <010> and<110> directions. The total increase of
stress is larger along ‘c’ axis when the system is compress in the
sensitive [110] plane. For NM, asymmetric buildup of shear stress is
found for [001] and [100] planes, which also show the largest
change in enthalpy upon axial compression (Fig. 11). We find shear
components in XX, and YY for the case of <001>, and components
in XX, YY and ZZ for <100>. Interestingly enough, there is almost
no shear buildup for the system when is uniaxially compressed in
the [111] direction. The fact that the system undergoes mechanical
instabilities after 3 GPa could indicate a difference in the mecha-
nism for the impact and shock sensitivities in NM.

4. Discussion

Cortecuisse(Courtecuisse, Cansell, Fabre, & Petitet, 1995)
proposed four solid phase transformations in NM up to 25 GPa.
Citroni(Citroni et al., 2008) found a phase change after 6.5 GPa,
where he cited an increased hydrogen bonding interactions, and

a predominant eclipsed conformation of the nitro group with
respect to the methyl group. From our calculations, changes in both
symmetry and elastic coefficients indicate that for pressures below
5 GPa, there is phase transformation. This can also be supported by
the observed changes in the lattice parameters at elevated
temperatures. From a closer inspection of the structure before and
after the transition, we find a change in the oxygen interaction of
the nitro group with the adjacent molecular hydrogen.

We observed a discontinuity from the pressure dependence
behavior of the elastic properties above 3 GPa. Nonetheless noted
for the uniaxial compression in the [111] plane direction(Conroy,
Oleynik, Zybin, & White, 2009), and in earlier diamond anvil-cell
(DAC) studies (Cromer, Ryan, & Schiferl, 1985), this type of
behavior has not been reported in other MD simulations or
hydrostatic compression studies. Departing from normal condi-
tions, we observe that there is a discontinuity in the enthalpy
pressure curves for NM, a system that is sensitive to shocks but
insensitive to impact. Dick(Dick, 1993) has proposed the [001]
direction is the most sensitive, although no uniaxial DAC was
possible. Piermani (Piermarini, Block, & Miller, 1989) reported
sensitivities at 3 GPawith the<111>,<100> and<001> directions.
White(Conroy et al., 2009)found greater shear stresses in the
<111>, <001> and <011> directions. Although indications of
sensitivity for the [100], [111] and [001] planes for NM have already
been reported (Citroni et al., 2008; Conroy et al., 2009; Cromer
et al., 1985; Reilly, Habershon, Morrison, & Rankin, 2010;
Hervouet, Desbiens, Bourasseau, & Maillet, 2008), our results give
insight as to what is the mechanism for sensitivity for each crys-
tallographic direction. Although no available data on the elastic
constants were available, the higher sensitivity along the [001]
direction(Dick, 1993), is supported by the changes in enthalpy
observed from the uniaxial compression runs at 150 K, and from the
larger change in total energy from calculations in the limit of 0 K. As
expected, due to its low impact sensitivity, the NM system can
undergo a monotonic change in enthalpy at low pressures/
compressive uniaxial strains. At higher pressures, the shock
sensitivity can be observed by the drastic change in enthalpy for the
[111] direction, and increase shear pressure for the <001> direc-
tion, below 4 GPa. Furthermore, the changes in mechanical prop-
erties and phase transition, could explain the difference observed
between shock and impact sensitivities found from different
studies.

For PETN, Soulard(Soulard & Bauer, 1989) observed reactive
wave profiles in <001> and <111> crystals up to 5 and 11 GPa.
Dick(Dick, 1984) Classified the <001> and <110> as sensitive
based on wedge experiments. At higher compressions, we see
a change in the electronic structure, as measured from the formal
charges of the atoms involved in the initiation step for homolytic

Fig. 8. Changes in the total energy for the PETN supercell (inset, left). Enthalpy changes for NM (right).
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Fig. 10. Shear stress for different applied uniaxial compressions. Values up to 3 GPa, PETN system.

Fig. 11. Shear stresses for different applied uniaxial compression for the system: NM.
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bond rupture. The formal charge of the nitro group and carbon
atoms varies dramatically for the highest compressed state. This
indicates that for the extreme compressed states, initiation can me
more easily achieved in preferential directions.

DFT calculations of uniaxial compression along the [010] direc-
tion showed the largest energy difference, in the highest strain
values studied here. When the effects of temperature are consid-
ered, this plane and the [001] plane has displayed non-monotonic
behavior. In spite of the anisotropic behavior with the applied
external stress, the mechanical properties of PETN show no
discontinuity or a drop to negative values up to pressures ca. 6 GPa.
In comparison with NM, we can expect a PETN system to be
mechanically stable after the pressure of 4 GPa is reached, either by
processing or in a controlled application, whilst NMwill not. Planes
along [111] and [011] showed an inflexion at pressures as small as
1 GPa, which is in line with the observed impact sensitivity. As
expected for both cases there are a larger polarization in initiation
bonds, at different pressures, and directions. Changes in the formal
charge can be observed for different values of uniaxial strain, which
indicates that at different compressions (impact, vs. shock) the
chemical environment of the strained system is highly anisotropic.

5. Concluding remarks

In addition to the reduction of associated cost and safety issues
on particular processes that are difficult to study experimentally,
we present computational methods than can be used to predict the
behavior of materials exposed to extreme conditions. Here we
claim that these methods can give an intrinsic advantage, when
effort for appropriate parameters and accuracy are met.

We have observed that NM, which shows a crystallographic
phase transformation and a drastic behavior of its elastic coeffi-
cients, as opposed to PETN, which is observed to be mechanically
stable in the studied pressure range. Nonetheless, the effect of
elevated temperatures and pressures might provide more insight
into their behavior under compression. These studies further have
revealed the anisotropic behavior of the studied systems. Further
studies that gather information at the chemical, mechanical and
thermodynamic level can be applied to the understanding of other
type of systems, of lower sensitivity, or even materials, for which
unknown sensitivities are of concern.
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27 1. INTRODUCTION

28 TATB, 1,3,5-triamino-2,4,6-trinitrobenzene, is known as an
29 insensitive secondary energetic material (EM).1�3 This arene-
30 substituted molecule has both electron-withdrawing and -donor
31 groups4 and favors packing in a lamellar arrangement. Experi-
32 ments conducted by various researchers provide evidence of changes
33 in its nonlinear optical response5 and changes in the microstructure
34 and other properties under thermal or mechanical treatment,6

35 including an irreversible thermal expansion.7,8 Besides a general
36 interest in TATB as an energetic material,9�21 a detailed mole-
37 cular level investigation of these changes in the solid phase is of
38 significant relevance. Subtle structural differences can have implica-
39 tions in the stability and properties of the molecules as subjected
40 to external stimuli, such asheat22 or inparticular under compression.23

41 Therefore, related molecular and atomistic level information8,24

42 and its behavior as compared12 to other type of EM's25 could also
43 provide hints to the unusual properties26�28 of this material. At
44 ambient conditions, the experimental crystal structure reported
45 by Cady and Larson29 has (P-1) symmetry. The unit cell contains
46 two molecules for a total of 48 atoms. Later reports of the structure
47 of TATB fromX-ray diffraction studies (XRD) indicated a lack of
48 phase transition when the crystal is subjected to compression.30

49 In line with this observation, some atomistic models,31,32 and
50 other theoretical and ab initio calculations,33,34 have also reported
51 stable planar molecular conformations, with no phase changes in
52 crystal structure. Still, themolecular behavior of the system under

53pressure has been the subject of debate since earlier studies,35

54which have implied the presence of polymorphism.36 Catalano
55and Rolon discussed the difficulties in settling the existence of TATB
56polymorphs and reported the presence of a number of solid state
57products prior to its decomposition,37 while Foltz reported an
58irreversible change in optical properties of TATB upon com-
59pression38 in a diamond-anvil cell (DAC) experiment. More re-
60cently, experimental vibrational properties of the system under
61hydrostatic compression have been reported by Pravica et al.3,39

62To clarify if any such crystal or molecular transformation upon
63compression exists, we have performed a systematic study of the
64crystalline TATB system applying external pressures up to 30
65GPa. In the following, we will present the results of our extensive
66studies on the changes in molecular structure and rearrange-
67ments within this triclinic unit cell under compression. Not only
68will we demonstrate the observed molecular rearrangements, but
69also we will demonstrate the effect of these structural changes at a
70molecular level on macroscopic properties, mechanical proper-
71ties, vibrational spectra, and diffraction patterns. After a brief
72introduction of the methods employed, we will first describe the
73observed structural changes. To show how its influence on the
74vibrational spectra is revealed, we calculate the vibrational spectra
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7 ABSTRACT:We studied the structural behavior and properties
8 of 1,3,5-triamino-2,4,6-trinitrobenzene (TATB) under hydro-
9 static compression using atomistic and electronic (ab initio)
10 level computations. We observed a marked change in the inter-
11 molecular hydrogen-bonding network upon compression of the
12 crystal without change in crystal symmetry. The changes in
13 molecular arrangement are found to have a profound impact on
14 various observable properties: energetic, vibrational spectra, struc-
15 tural, and elastic properties. From the analysis of vibrational
16 modes, we observed that the changes are mainly due to the nitro
17 and amino groups. An increase in the number of hydrogenbonding
18 interactions along the c-axis of the crystals results in providing the extra stabilization energy. In addition to analyze the isolated
19 molecule and dimer, this molecular rearrangement is systematically studied and characterized in the condensed phase. From higher-
20 level ab initio calculations, the potential energy surface of the dimer indicates the presence of a region with two local minima within
21 3.42 kcal/mol difference in energy. Since this behavior is not associated with a change of symmetry of the crystal unit cell, the
22 possible coexistence of two molecular arrangements might lead to the loss of a definitive inversion center for bulk. The calculated
23 elastic constants of the crystal dramatically reveal the changes via large increases in certain components. Implications on the
24 observed pressure-induced rearrangement behavior on the mechanical, optical, and thermodynamic properties of TATB are further
25 discussed, and correlations with experimental spectroscopic data are provided.
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75 as a function of pressure. To relate this observation to experi-
76 ments, we also present calculated X-ray diffraction patterns before
77 and after molecular rearrangement. To provide the energetic
78 basis for a simple statistical two-statemodel, we performed extensive
79 potential energy surface calculations using ab initio quantum
80 chemistry and density functional theory (DFT) methods. To
81 demonstrate the influence on the mechanical properties of the
82 system we have calculated the elastic stiffness tensor and its
83 variation as a function of pressure. We will then conclude by
84 discussing the implications of our findings and its relation to the
85 behavior of TATB.

86 2. METHODS

87 To understand the potential energy landscape of the system
88 under consideration, we have performed ab initio quantum chem-
89 istry calculations using localized basis sets41,42 on a single TATB
90 molecule and TATB dimer. In these calculations, the Har-
91 tree�Fock approximation (HF) and the M€oller-Plesset pertur-
92 bation (MP2) have been employed.43,44 DFT6,45 calculations
93 with 3-dimensional periodic boundary conditions (PBC) have
94 also been carried out on the TATB single crystal. In this case,
95 the Perdew�Burke�Ernzerhof (PBE) exchange correlation
96 functional46�49 and the projector-augmented-wave (PAW) type
97 potentials are used.50,51 For securing accuracy of the results, an
98 appropriate energy cutoff and inverse space integration scheme52

99 with a tolerance for convergence of 0.2 meV per atom were
100 chosen. Furthermore, a tolerance on the convergence of the self-
101 consistent wave function optimization cycle is set to 1� 10�7 eV.
102 Optimization of the cell parameters and fractional coordinates at
103 each applied external stress value is performed without imposing
104 any restriction on the symmetry of the unit cell. In the calculation
105 of elastic properties, we only used the “Born” term. This is the
106 second derivative of the potential energy with respect to the strain
107 tensor. The strain derivatives are calculated analytically from the
108 interaction force-fields for organic materials.53 More specifically,
109 we use the “Dreiding exponential-6” (DREX6) force-field,54 which
110 is a well-parametrized valence force-field for the main group
111 elements with an explicit H-bonding term. The force-field has been
112 found to be particularly well-suited for the study of molecular
113 systems made up of main group elements. Atomic charges are
114 determined by the use of the QEq method,55,56 which reliably
115 accounts for the charges as a functionof configuration and ionization
116 energies of the particular element. For the calculation X-ray dif-
117 fraction spectra, we have simulated the diffraction pattern for an
118 incident radiation of wavelength 1.54178 Å using the diffraction
119 module of the Cerius2 program.

120 3. RESULTS

121 Structural Rearrangement as a Function of Pressure. In
122 Figure 1F1 , we present the variation of unit cell parameters of single
123 crystal TATB as a function of applied pressure with the values
124 ranging from 0 to 5 GPa. TATB displays a reduction in volume
125 and in three lattice constants (a, b, c), as shown in Figure 1. From
126 0 GPa to approximately 1.5 GPa, all three lattice constants (a, b,
127 and c) decrease with slight differences as expected from the
128 anisotropic elastic response of the crystalline material. However,
129 upon further compression, the molecules slightly move from a
130 perfect alignment perpendicular to the c-axis, hence reducing the
131 electrostatic repulsion caused by the conjugated π system. This
132 causes a distinct variation in the unit cell parameters; we observe

133a sharp increase in the c-axis while a- and b-axes drastically decrease,
134still leading to a decrease in volume. When the structure before
135and after this “transformation” is analyzed, before the transition,
136in-plane (perpendicular to the c-axis) hydrogen bonding and in-
137plane molecular interactions are dominant. As the pressure in-
138creased beyond 1.5 GPa, however, the system responds through a
139rearrangement by increasing out-of-plane interactions by estab-
140lishing a new network of hydrogen bonding (we will further
141characterize this below). Hence, compared with the reported
142ambient pressure structure, there is a “transformation” in the
143form of a structural rearrangement at approximately 1.5 GPa.
144The molecular layers, originally shifted off the axis, align closer
145one on top of the other. The net result is a lengthening of the c-
146axis. This is accompanied by reductions in a- and b-axis lengths,
147and the total volume of the relaxed unit cell after the transition at
148a pressure ca. 2 GPa is smaller by 5.1 Å3.
149Vibrational Spectra as a Function of Pressure. To further
150characterize molecular rearrangement as a function of pressure,
151we have calculated the vibrational spectra before and after
152molecular arrangement (focusing between 1.4 and 1.6 GPa). We
153have evaluated the vibrational frequencies and modes from the
154Hessian matrix.
155The full vibrational spectra of the system under study are
156displayed in Figure 2 F2for three pressure values (0, 1.4, and 1.6 GPa).
157In the full frequency range shown here, we observe notable

Figure 1. Change in lattice parameters upon compression, compressive
loading run (solid line); pressure release run (dotted line).
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158 differences between the 0 and 1.4 GPa pressure range and 1.6 GPa.
159 There aremore striking changes close to the region of 2000 cm�1

160 and in the region between 800 and 1500 cm�1 (shown on the
161 right panel of Figure 2). At higher frequencies, we observe the
162 splitting of the degenerate mode ca. 2100�2099 cm�1 and
163 2101.5 cm�1. This split is caused by the change in the interplanar
164 hydrogen bonds due to rotation of NH2. In the frequency range
165 from 800 to 1500 cm�1, in addition to the appearance of addi-
166 tional vibrational maxima appearing, there is clearly a splitting of
167 the peak near 1320 cm�1. From the analysis of the vibrational
168 eigenmode at 1324 cm�1 at 0 GPa pressure, this mode is related
169 to the bonding environment of the amino and nitro groups. In
170 Figure 2, at the bottom right, one of the molecules is displayed
171 within the unit cell to show the orientation of nitro and amino
172 groups (for the purpose of clarity, the inversion symmetry image
173 is not displayed).
174 The peak near 1320 cm�1 changes into two peaks centered at
175 1342 and 1336 cm�1, with a further shift to high frequency due to
176 increased pressure. This is mainly caused by the changes in intra-
177 layer hydrogen bonding and the emergence of interlayer hydro-
178 gen bonding, in which nitrogen-bearing substituents are involved.
179 Lower frequency modes are as well influenced by the changes in
180 molecular orientation within the unit cell. More specifically, the
181 vibrations related to the changes in conformation of the aromatic
182 ring, ring breathing, and modes involving both the ring and its
183 substituents can be observed. We show the results of the fre-
184 quency region between 100 and 700 cm�1 in Figure 3F3 with more

185detail. Here, we have determined the variation of frequency
186spectra at pressures of 0, 0.4, 0.8, 1.2, 1.8, and 2.4 GPa. We have
187displayed both loading and unloading conditions.
188Simulated X-ray Diffraction Patterns. We have also calcu-
189lated the associated X-ray diffraction patterns of the structure
190before and after the observed molecular rearrangement using the
191crystal diffraction module of the Cerius2 program. Changes in
192the interplanar spacing for the (002), (110), and (1�1�1) di-
193rections can be seen in Figure 4 F4. The dramatic change in the
194structure and unit cell parameters is revealed through the
195discontinuity in d-spacing, near the observed “transformation”
196above 1.5 GPa.
197Analysis of H-Bond Network. To understand the changes in
198the chemical environment of the system, we have closely
199analyzed the conformations of the amino and nitro substituents,
200before and after the observed transition. From a close inspection
201of the structure before and after the transition, we see that the
202oxygen atoms from the nitro groups, which were aligned in plane
203in the ambient pressure structure, have rotated out-of-plane to
204increase their interaction with molecules above and below the
205original plane. In the ambient pressure structure, there were three
206hydrogen bonds per amino hydrogen. Two of them bonded within
207the same molecule, to adjacent nitrogen and oxygen atoms. The
208other bond is formed with the neighboring molecule's nitro
209group oxygen. The longest hydrogen bond is 2.501 Å. After the
210transition, adjacent molecules within the crystal field now allow
211for up to four hydrogen bonds per terminal hydrogen in the

Figure 2. Vibrational spectra at different pressures. The frequency range (800�1500 cm�1) is displayed on the right. Spectra at ambient pressure are
labeled as “0 GPa”. Spectra at P = 1.4 GPa are labeled “A”, while the spectra obtained at a pressure value close to 1.6 GPa are labeled as “B”. The bottom
right figure depicts the vibrational mode at 1324 cm�1.
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212 amino group. The longest interlayer hydrogen bond has a distance
213 of 2.483 Å. The amino group closer to the inversion center has
214 interactions via two intramolecular bonds and two intermolecu-
215 lar bonds; one of them is within the same layer and the other one
216 with a neighboring layer. The total number of hydrogen bonds
217 with neighboring layers along the C-axis changes from 0 to 8,
218 after 1.6 GPa. All of the amino group hydrogens are bonded to at
219 least one other molecule (Figure 5F5 ).
220 Even though there are no restrictions throughout the calcula-
221 tions, the system retains the symmetry of the initially minimized
222 unit cell even after the observed transition, P-1. As expected from
223 analyzing the changes in the hydrogen-bonding network, its stabiliz-
224 ing contribution to the total energy of the system increases from
225 �4 kcal/mol to more than �10 kcal/mol.
226 Two-State Model. To assess the thermal accessibility of the
227 new state, we use a simple two-state model by calculating the
228 energetics of each state and compare the kinetic energy required
229 for the conformation “A”, or flat dihedral angles, as compared to
230 the “bent” conformation, or conformation “B”. The energy differ-
231 ence from one state to the other can be found from a calculation
232 of the total energy of the each structure using the DFT method
233 with 3-D periodic boundary conditions. From two total energy
234 calculations, we obtain the energy difference from the structure
235 under pressure; at volumes of 388.15 Å3 from the pressure loading

236run, and at 389.01 Å3, from the pressure release run. The energy
237difference in this case is ca. 11.48 meV/atom or 1.83 � 10�21 J
238(Figure 6 F6). Using the following expression for a two-state model
239system

PB ¼
e�ΔEB=kBT

e�ΔEA=kBT þ e�ΔEB=kBT
ð1Þ

240the probability of finding the system in state “B” at 300 K can be
241estimated. A simple calculation with this energy difference would
242yield a 30% population probability for state B at 300 K.
243Potential Energy Surface. To further investigate the energy
244cost associated with the changes in conformation observed here,
245we have performed accurate quantum level calculations to study
246the potential energy surface of the TATB molecule and TATB
247dimer. Indications of possible local minima with bent dihedral
248angles within substitutional groups can already be seen from the
249potential energy surface (PES) of the single molecule. We note
250that the potential barrier is not symmetric around 90�. The
251second barrier, with the nitro group lying flat, has a barrier of
2524.12 kcal/mol.
253We also obtained the potential energy surface for a dimer, starting
254from the initial configuration, with all of the nitro dihedral angles
255set at ca. 29�. We see a transition into a local configuration

Figure 3. Far-infrared section of the spectra for pressures of 0, 0.4, 0.8, 1.2, 1.8, and 2.4 GPa. Data were evaluated over the structures obtained from
compression runs, 0 to 5 GPa (left). Notice the irreversible change of different modes, after 1.6 GPa. Results are shown from the structures using states
from the release runs: 5 to 0 GPa (right). The pressure variation during the simulation is depicted as vP and VP, correspondingly.

Figure 4. Changes in the XRD spectra of the TATBmolecule, at 1.5 GPa (A) and 1.55 GPa (B) and changes in d spacing for the selected planes (right).
An abrupt change after 1.5 GPa can be clearly identified, for the spacing of the selected planes.
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256minimum, in which the system has one of the nitro dihedral
257angles rotated to �38� (Figure 7 F7).
258Effect of Pressure on Elastic Constants. To determine the
259anisotropic elastic response behavior of the system, we have pro-
260ceeded to calculate the elastic stiffness coefficients as a function
261of increasing pressure. We see an abrupt change in the elastic
262coefficients of theTATB at around the same pressure (at ca. 1.5GPa)
263as the molecular rearrangements occur (Figure 8 F8). This is most
264notable in C11 and is less pronounced for the C22 element. In the
265case of C11, the magnitude of increase is more than 50 GPa by
266virtue of increased hydrogen-bonding interactions.
267Similar noticeable change behavior is also noted in off-diagonal
268elements of the elastic constant tensor. This is the manifestation
269of the changes in hydrogen bonding network, hence resulting in a
270drastic increase in the stiffness of material in directions in accord
271with the new arrangement of the nitro and amine groups in-
272creasing the hydrogen bonding between layers and adding strength
273to material. As expected by the changes in molecular structure,
274the coefficient that directly probes the stress�strain relation between
275the a and c-axis undergoes the largest percent increase, as the C13

276constant changes from less than 10 GPa to more than 20 GPa
277after the transition. This interaction is also reflected in the shear
278elastic constants, C44, C55, and C66.

Figure 5. Structural rearrangements of the TATB unit cell upon compression: view from the [010] plane of the TATB structure labeled “A”, at 1.5 GPa
(left); view at 1.55 GPa in the middle and after the transition, at 1.625 GPa (“B”). Internal and within-layer hydrogen bonding is also rearranged (top,
right). The total energy contribution from hydrogen bond energy at different applied pressures is shown (right, bottom).

Figure 6. Total energy behavior of the TATB crystal structure,
as calculated at the DFT/PBE level of theory. The energy dif-
ference observed from the initial compression run (green star)
and the structure after it recovers its volume upon pressure release
(blue square) can be attributed to the structural changes of the
unit cell.
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279 In summary, we have found a peculiar change in the hydrogen-
280 bonding network and chemical environment of TATB, that
281 manifests itself a set of observable changes in structure, vibrational

282spectra, energetics, and the mechanical response of the crystal.
283We have described these changes through calculation of energetic,
284vibrational spectra, diffraction patterns, and elastic properties of
285structure before and after “transformation”. To further understand
286this behavior, in what follows, we present a discussion to compare
287and contrast our results with other experimental findings.

2884. DISCUSSION

289Vibrational Spectra. Changes in the vibrational spectra and
290periodic arrangement of the TATB system have been the subject
291of numerous studies. For example, a gradual loss of transparency
292of TATB single crystals and the presence of nonlinear optical
293behavior, through the use of sum-frequency generation spectros-
294copy (SFG), have been reported after thermal treatment up to
295320 �C. Interestingly enough there was also an indication of
296changes in the microstructure of thermally treated5,37 TATB. A
297loss of the �NH stretching vibration with temperature and a peak
298increasing at 2320�2340 cm�1 were observed in earlier studies.57

299More recently, Holey58 has studied the effect of compression in
300the low frequency Raman spectra of TATB pellets up to 180MPa
301and noticed an increase in the hydrogen-bonding strength of the
302material. Assuming a D3h point group symmetry, Deopura and
303Gupta rationalized the splitting of the degenerate vNO2 observed
304in its neutron diffraction studies59 as caused by a lowering of the
305point group symmetry due to the crystal environment. Later,
306Towns assigned the modes60 as vNH2 while comparing the electron-
307withdrawing and electron-releasing properties of related com-
308pounds. Although the assignment from experimental data can be
309complicated by the presence of mixed modes and intermodal
310coupling,61 we can compare each normal mode to reported data.
311At 0 GPa, the calculated frequency of 1308.9 cm�1 compares to
312the previously reported values of 1229 cm�1, obtained by
313neutron diffraction; 1221 cm�1 from FTIR, and at 1219 cm�1

314from Raman scattering62 experiments.
315Recent work in the far-infrared region at different applied
316pressures pointed out a strong coupling of the NO2 NH2 modes
317with pressure.3 An irreversible transitionwas revealed after release to
318ambient pressure,39 as seen from the line at 290 cm�1, assigned as

Figure 7. Potential energy surface of the TATB dimer. Calculations were performed at theMP2/6-311++G level of the theory with an angle scan step of
5�. A local energy minima ca. 40� and 150� rotation can be located. The latter is located 3.32 kcal/mol above the one at the intersection of 40�.

Figure 8. Variation of the anisotropic elastic stiffness tensor compo-
nents, at different applied pressures.
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319 a ring twist mode. The observed changes were rationalized as
320 mixing and shifting of modes that translated with modes of lower
321 pressures.
322 In our simulated spectra, this vibration shows a shift to lower
323 frequencies, after the system is subjected to a pressure of ca. 1.5
324 GPa. Upon release of the applied pressure, there is a noticeable
325 change in both the intensity and the maximum positions of the
326 simulated spectra. This can be noted in the increase in the
327 maxima near 380 cm�1, which involves the oscillation of the
328 NH2, NO2, and aromatic ring atoms. This represents a change in
329 the molecular orientation of the system, as observed from this
330 low frequency region. Changes in the crystalline structure can be
331 also understood from characterization through diffraction studies.
332 Diffraction Studies. In relation to diffraction studies, Olinger
333 and Cady observed the reduction in the number of diffraction
334 peaks at high pressures,63 while the group of Dattelbaum64 studied
335 the hydrostatic equation of state for TATB up to 13 GPa. They
336 observed some reflections that could not be correctly assigned
337 through the whole pressure range and attributed this to the
338 anisotropy of the crystal and its preferred orientation within the
339 cell chamber. Besides the general agreement found at low pre-
340 ssures (below 2 GPa) with other studies, they found a “cusp” in
341 their P�V curve. Based on previous experimental results on
342 TNT and graphite, they postulate a possible phase transition ca. 8
343 GPa, caused by a dimerization of the TATB molecule. Although
344 we found no dimerization, results from our simulated data show
345 that most noticeable changes occur in the region close to the
346 (002) plane. The interplanar spacing, as obtained from Bragg's
347 equation, shows a reduction in the distance of adjacent planes
348 after the transition is observed. A close scrutiny of the chemical
349 and structural environment was then conducted.
350 Molecular Structure. In relation to the molecular structure of
351 TATB, we note that its nitro groups show a libration angle of ca.
352 12� that can be deduced from the Debye Weller factors of the
353 reported diffraction pattern.29 Based on high-level ab initio and
354 DFT method calculations, its molecular structure has been con-
355 jectured not to be coplanar65,66 to the central ring. Manaa et al.67

356 found previously a rotation barrier of 5.6 kcal/mol. Additionally,
357 other studies have argued for the ease of libration up to 30� in
358 favor of hydrogen-bonding interactions4

359 We studied both the single molecule TATB and its dimer and
360 found a value of 7.6 kcal/mol for a calculation at the HF/6-311+
361 +G//MP2/6-311++G level without any symmetry constrains.
362 We note that the optimized isolated molecule structure has the
363 nitro groups not planar with respect to the aromatic ring, but at a
364 small rotation angle of ca. 15�. For the dimer system, we have
365 found a local minimum that is located with the nitro group rotated
366 tomore than 30�. The structure of the dimer in this configuration
367 is similar to the one found for the crystal after rearrangement
368 while at high pressure. The energy barrier to reach the new
369 plateau as measured from our calculations is ca. 6.73 kcal/mol
370 and 3.64 kcal/mol, comparable to the internal rotation barriers of
371 other resonance-assisted hydrogen bonded molecular crystals.68

372 That is, there is a stabilization effect, caused by the crystal field,
373 observed from the adiabatic angle rotation. The importance of
374 hydrogen bonding in the series of amino-trinitrobenzene family
375 of series has been acknowledged before.12 Ledoux et al. hypothe-
376 sized the absence of inversion symmetry due to a rotation of the
377 TATB molecule around its aromatic center.41 Furthermore, the
378 presence of sheet�sheet interactions and the breaking of an
379 inversion centered caused by this interactions and defects has
380 been conjectured previously.35 Our model findings support the

381hypothesis of a structural rearrangement induced by pressure
382that involves not a crystalline symmetry change, but changes in
383the hydrogen-bonding network of the 2D layers to a 3D
384structure. We can envision systems with the overall center
385of symmetry lost in regions interfacing planar and bent
386molecules, caused by local effects. This could explain how
387compressed samples with an increased SHG signature have
388been reported,69 with no apparent change in chemical make-
389up, stoichiometry, and crystal symmetry of the used samples.
390The observed reordering will have a direct effect in the thermo-
391dynamic responses; as we have observed, there is a drastic
392change in the form of strain�stress relations or elastic stiffness
393constants. The effect of the increased stiffness in the velocity
394of propagation of a compression wave may be better under-
395stood as changes in the sound velocity through the bulk system,
396as we will show next.
397Mechanical Properties.Molecular rearrangements within the
398crystal are known to have a direct effect on the elastic properties
399of solids. The importance of anisotropic properties and elastic
400coefficients for molecular crystals has been highlighted
401before.24,70�73 Approximations for understanding the elastic
402behavior of polycrystalline materials can be done through the
403use of the Voigt�Reus�Hill relationships.74 The values of the
404system before and after the transition can be considered to be the
405upper and lower limits of the elastic behavior of a polycrystalline
406system.4 Here, the subscript V, R, and VRH are used to discern
407among the last names of the authors developing the polycrystal-
408line elasticity approximation.
409The Voigt�Reuss�Hill average shows an increase in the
410observed stiffness of the materials, particularly in the shear
411constant (Table 1 T1). As observed from the difference in the
412barrier depth of the single molecule TATB obtained from
413the DREX6 force field and the ab initio single molecule and
414dimer studies, the transition in the real material could be ex-
415pected to be at a different pressure. As opposed to the behavior
416of other energetic materials and molecular crystals, in which
417crystalline phase transitions and mechanical instabilities with
418increased pressure arises, changes in structure through mo-
419lecular rearrangement of TATB, which do not involve a
420change in the cell symmetry, may help explain the observed
421experimental behavior and physical properties. Experimen-
422tally, one can further try to characterize the elastic response of
423the system, or more specifically the C11 constant to under-
424stand the effect of structural changes, preferably at pressure
425ranges under 5 GPa.

Table 1. Voigt�Reuss�Hill Polycrystalline Averages before
and after the Transition Observed in the TATB Unit Cella

before after Δ/%

KV 42.99 54.17 26.00

μV 25.43 35.70 40.42

EV 63.72 87.82 37.83

KV 0.0323 0.0294 �8.78
μV 0.1545 0.1164 �24.64
EV 0.0551 0.0421 �23.61
KVRH 36.99 44.06 19.14

μVRH 15.95 22.15 38.86

EVRH 40.94 55.79 36.29
aValues in GPa (Voigt, Hill) and GPa�1 (Reuss). Here “Δ” represents
the difference in percent of before and after values.
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426 5. CONCLUDING REMARKS

427 We have reported the molecular and hydrogen-bonding rear-
428 rangement as induced by pressure for the insensitive solid energetic
429 material: TATB. We have analyzed the structure, configuration,
430 and conformational changes as a function of applied pressure
431 using molecular and electronic structure methods. We have de-
432 termined the variation of structure not only from direct methods
433 by also simulating diffraction patterns at different pressures. We
434 have analyzed the variation of vibrational spectra as a function of
435 pressure and correlated the results to changes in the conforma-
436 tions of the pendant groups (NH2 and NO2) within the unit cell.
437 These findings are confirmed by calculations at different levels of
438 theory. A systematic study through accurate ab initio methods
439 indicates the presence of local minima for monomers and dimers
440 of TATB at this high-pressure configuration. Among the different
441 thermodynamic, mechanical, and chemical characterization re-
442 quired in understanding a material's response, elasticity theory is
443 used as a key tool in understanding the response to mechanical
444 loading. We have shown that, in the static and long wave range
445 limit, the second derivative of the system's energy with respect to
446 strain can itself be used as guidance to understand the thermo-
447 dynamic changes that a known insensitive system (TATB) may
448 show. This type of elasticity-driven study can further be pursued
449 for other systems, for example, NM, Fox-7, PETN, HMX, and
450 other molecular crystals, to gain insight for the relevance of intra-
451 and intermolecular interactions. The changes in bonding and
452 structure, which should manifest additionally as changes in the
453 observed elastic properties, could indicate the necessary chemical
454 characteristics and design principles for other energetic materials.
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